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#### Abstract

Multifrequency steady-state visual evoked potentials (SSVEPs) have been developed to extend the capability of SSVEP-based brain-machine interfaces (BMIs) to complex applications that have large numbers of targets. Even though various multifrequency stimulation methods have been introduced, the decoding algorithms for multifrequency SSVEP are still in early development. The recently developed multifrequency canonical correlation analysis (MFCCA) was shown to be a feasible training-free option to use in decoding multifrequency SSVEPs. However, the time complexity of MFCCA is shown to be $O\left(n^{3}\right)$, which will lead to long computation time as $n$ grows, where $n$ represents the input size in decoding. In this paper, a novel decoding algorithm is proposed with the aim to reduce the time complexity. This algorithm is based on linear Diophantine equation solvers and has a reduced computation cost $O(n \log n)$ while remaining training-free. Our simulation results demonstrated that linear Diophantine equation (LDE) decoder run time is only one fifth of MFCCA run time under respective optimal settings on 5 -s single-channel data. This reduced computation cost makes it easier to implement multifrequency SSVEP in real-time systems. The effectiveness of this new decoding algorithm is validated with nine healthy participants when using dry electrode scalp electroencephalography (EEG).
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## 1 | INTRODUCTION

Steady-state visual evoked potentials (SSVEPs) are natural responses of the brain that react to periodically flicking visual stimulation [1, 2]. They are considered a robust modality of brain activities that could be captured noninvasively through, for example, electroencephalography (EEG). SSVEP is widely used in noninvasive brain-machine interfaces (BMIs) because of its relatively
high signal-to-noise ratio, minimal training requirements, and capability of facilitating larger number of commands at once compared to other brain activity modalities such as motor imagery [3].
In SSVEP-based BMIs, there are usually three major components: The visual stimulation medium that produces visual stimulation to the user, the brain signal capturing system that records the evoked SSVEP from the user, and the decoding algorithm (decoder) that deciphers

[^0]user intentions. Based on the knowledge that SSVEP is frequency-locked to the frequency of the modulation of the visual stimulation, the interface is usually set up to have multiple targets in the scene, each labeled with a unique frequency that will be delivered through flickering. The targets could be light emitting diodes (LEDs) placed on or near objects to represent potential actions, items, or coordinates of reaching [4-7] or represented on a computer screen with each target block representing a character in a BMI speller or commands for controlling the computer or other devices [8-10]. In order to identify the user's intended target from all targets presented in the interface, the decoding algorithm analyses the frequency components of the collected brain signals that contain SSVEP and make a decision based on the dominate frequency features. In a typical SSVEP setup, the evoked SSVEP contains the stimulation frequency $f$, as well as the harmonics of this frequency $2 f, 3 f, \ldots[1,11]$.

One of the limitations in traditional SSVEP-based BMIs is that the number of targets is constrained by the limited responsive range of SSVEP [1] and the existence of harmonics, which may lead to misclassification if a frequency and its harmonics are used together in the interface at the same time. This slows down the development of BMI in terms of increasing the command processing capacity (number of commands) [12]. To address this problem, multifrequency SSVEP stimulation methods have been introduced aiming to increase the number of targets presentable with limited frequencies available [13-17]. However, the decoders for multifrequency SSVEP have not been widely explored yet. Existing multifrequency SSVEP decoders include power spectral density based analysis (PSDA) [15, 17], multifrequency canonical correlation analysis (MFCCA) [18], and training-based algorithms for each individual user or use case [13, 19]. Training-based algorithms produce higher classification accuracies compared to the two training-free methods but require additional efforts in training for each user and interface setup. PSDA and MFCCA support plug-and-play that improves practicality of the BMI. However, PSDA usually has limited decoding accuracy as it does not fully consider the complex frequency features in multifrequency SSVEP, which contain not only the stimulation frequencies and their harmonics (as in single-frequency SSVEP) but also the linear interactions between the stimulation frequencies [16]. MFCCA has shown its advantage in multifrequency SSVEP decoding by introducing the linear interactions in decoding without the need of training [18], but one major problem of MFCCA is that it was developed based on canonical correlation analysis (CCA) [20], which has a high time complexity. The asymptotic time complexity of CCA is $O\left(l D^{2}\right)+O\left(D^{3}\right)$ (bounded by $O\left(n^{3}\right)$, where $n$ represents the input size in decoding), where $l$
is the number of samples in the SSVEP recording, $D=$ $\max \left(D_{\text {data }}, D_{\text {ref }}\right), D_{\text {data }}$ is the number of channels in SSVEP recording, $D_{\text {ref }}$ is the number of rows in the reference set in CCA formulation, which grows as the frequency feature becomes more complex [21]. MFCCA uses the same operations as CCA, but a more complex reference set (larger $D_{\text {ref }}$ ). So, MFCCA may end up requiring long processing time, which may limit the ability of MFCCA to be applied to problems with high complexity or in real-time systems. In single-frequency SSVEP, the decoding problem has also been approached by treating it as a blind source separation problem, where principal component analysis (PCA) and independent component analysis (ICA) are widely used, and decoding algorithms such as minimum energy combination (MEC) [22] based on PCA and local Fourier-ICA [23] based on ICA have been developed. However, multifrequency SSVEP decoding is a more complex problem to solve as it contains nonlinear interactions of multiple input frequencies in the recorded EEG. As the existing techniques focus on linear maps, they are not directly applicable to multifrequency SSVEP. Hence, there is a need to develop novel generalized decoding algorithms for multifrequency SSVEP, not only to lower the computational cost but also to provide alternatives in multifrequency SSVEP decoding and improve decoding accuracy where possible.

It was understood that the observed interactions between input frequencies can be written as integer linear combinations of the input frequencies [16, 18]. This relationship with integer coefficients fits into a linear Diophantine equation (LDE) problem. A LDE is a family of linear polynomial equations that has integer coefficients and integer unknowns. The simplest LDE can be written as

$$
\begin{equation*}
\alpha x+\beta y=\gamma \tag{1}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are integers and $x, y \in \mathbb{Z}$ are unknown integers to be estimated. Here, $\mathbb{Z}$ is the set containing all integers. In dual-frequency SSVEP, the integer linear interactions we have observed can be written as

$$
\begin{equation*}
f_{p}=c_{1} f_{1}+c_{2} f_{2} \tag{2}
\end{equation*}
$$

where $f_{p}$ is a peak frequency detected, $c_{1}$ and $c_{2}$ are unknown integer coefficients, and $f_{1}$ and $f_{2}$ are the two input frequencies. When $f_{1}$ and $f_{2}$ are both integers, the frequency interactions in multifrequency SSVEP become LDEs.

This work explores the possibility of decoding multifrequency SSVEP by formulating the problem into solving a set of LDEs. This decoding algorithm will be hereafter called the LDE decoder. The effectiveness of LDE will be assessed and compared to MFCCA with EEG data collected from nine participants. For simplicity in explana-

FIGURE 1 Framework of the algorithm.
[Color figure can be viewed at wileyonlinelibrary.com]

tion, dual-frequency SSVEP is used to illustrate the idea in this work; however, the method is also applicable to multifrequency scenarios. The main contribution of this work lies in the formulation of the multifrequency SSVEP decoding problem, which allows the application of the off-the-shelf LDE solver. This formulation along with the existing solution reduces the computation cost in multifrequency SSVEP decoding, enabling the multifrequency SSVEP to be implemented in real-time systems.

## 2 | OVERVIEW OF THE LDE DECODER

## 2.1 | Assumptions

In a multifrequency SSVEP decoding problem, the standard assumptions used are summarized as follows [18]:

Assumption 1. The frequency components in the resulting SSVEP response contain the stimulation frequencies and their harmonics as well as frequencies that are linear combinations of the input frequencies with integer coefficients.

Assumption 2. Frequencies with lower order in the linear combinations are more likely to be observed in the evoked SSVEP.

In order to formulate multifrequency interactions into LDEs, the following assumptions are needed:

Assumption 3. The frequencies used in stimulation are all integers. ${ }^{1}$

Assumption 4. The algorithm has the knowledge of a candidate set of stimulation frequency combinations.

While the algorithm requires knowledge of a candidate set of stimulation frequencies, it does not impose any constraints in the selection of frequencies.

[^1]
## 2.2 | Framework

The developed decoding algorithm has three major parts: Frequency peak identification, coefficient search for linear combinations, and output generation. Figure 1 depicts the general structure of the algorithm. Each block will be explained in detail in Section 3.

## 2.3 | Problem formulation for coefficient search

## Assume:

1. $n$ integer peaks $\mathbf{P}=\left[p_{1}, p_{2}, \ldots, p_{n}\right]^{T}$ were identified from frequency peak identification,
2. the peak frequencies are linear combinations of the two input stimulation frequencies,
3. the candidate set of frequency pairs is known,

$$
\mathbf{F}_{\text {cand }}=\left[\begin{array}{cc}
f_{11} & f_{12}  \tag{3}\\
f_{21} & f_{22} \\
\vdots & \vdots \\
f_{n 1} & f_{n 2}
\end{array}\right],
$$

where $f_{i j}, i=1,2, \ldots, n, j=1,2$ is the frequency $f_{j}$ in the $i^{\text {th }}$ pair of frequency candidates.

Then, the problem can be formulated as

$$
\begin{align*}
& {\left[\begin{array}{cc}
c_{11} c_{12} \\
c_{21} c_{22} \\
\vdots & \vdots \\
c_{n 1} c_{n 2}
\end{array}\right]\left[\begin{array}{c}
f_{1} \\
f_{2}
\end{array}\right] }=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\vdots \\
p_{n}
\end{array}\right],  \tag{4}\\
& \mathbf{C} \quad \mathbf{F}^{\mathbf{T}}=\mathbf{P},
\end{align*}
$$

where $f_{1}$ and $f_{2}$ are two unknown integer frequencies in the given set, $p_{i}, i=1,2, \ldots, n$ is the $i^{\text {th }}$ highest integer peak on $\mathrm{FFT}, c_{i j}, i=1,2, \ldots, n, j=1,2$ is unknown
integer coefficient for $f_{j}$ that contributes to peak $p_{i}$, and $\mathbf{C}$ is the matrix that contains all unknown integer coefficients.

In this problem, $p_{i}$ is known and is a positive integer, $c_{i j}$ is an unknown integer, and $f_{1}$ and $f_{2}$ are the two positive integers we are solving for. In other words, in the formulation above (Equation 4), both $\mathbf{C}$ and $\mathbf{F}$ are unknowns. There are $2 n+2$ unknowns but only $n$ constraints, which makes the problem difficult to solve. However, we know the candidate set of $f_{1}$ and $f_{2}$. Therefore, this problem can be reduced to repeatedly solve for the following problem.

For each $f_{1}$ and $f_{2}$ combination, for each $p$ in $\mathbf{P}$, solve for $c_{1}$ and $c_{2}$,

$$
\begin{align*}
{\left[f_{1} f_{2}\right]\left[\begin{array}{l}
c_{1} \\
c_{2}
\end{array}\right] } & =p  \tag{5}\\
\mathbf{F} \quad \mathbf{C}^{*} & =p
\end{align*}
$$

where $f_{1}, f_{2}$, and $p$ are given by the known candidate frequency set and identified peak, respectively.

We rewrite Equation (5) into a general form

$$
\begin{equation*}
\alpha x+\beta y=\gamma, \tag{6}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are integers and $x$ and $y$ are unknown integers to be sought. Since $\alpha, \beta$, and $\gamma$ are known integers, this is now in a standard LDE form, which enables us to make use of existing algorithms to solve it, such as the extended Euclidean algorithm [24]. This work makes use of the existing algorithms to fit into our application-SSVEP decoding.

## 3 | LDE DECODING ALGORITHM

In the framework (Figure 1) introduced above, there are three major steps in the proposed LDE decoding algorithm, which are elaborated below. A solution to the LDE was derived by Gilbert and Pathria using unimodular row reduction [24]. The LDE decoder developed here is based on the algorithm of Gilbert and Pathria [24].

```
Algorithm 1 Solve linear Diophantine equation with extended Euclidean algorithm
Solve: \(\mathbf{F C}^{*}=p\), where \(\mathbf{F}=\left[f_{1} f_{2}\right], \mathbf{C}^{*}=\left[c_{1} c_{2}\right]^{T}\), as defined in Eq. (5).
Input: Candidates of \(\mathbf{F}\), list of \(p\).
    for each candidate of \(\mathbf{F}\) ( \(f_{1} f_{2}\) combination) do
        \(d \leftarrow \operatorname{gcd}\left(f_{1}, f_{2}\right) \quad \triangleright\) Find the greatest common divisor (gcd) \(d\) of \(f_{1}\) and \(f_{2}\)
        for each \(p\) do
            if \(p\) is divisible by \(d\) then
                \(m \leftarrow p / d\)
            else
                break; \(\quad\) There is no integer solution with the current \(\mathbf{F}\) and \(p\). Move to the next candidate of \(\mathbf{F}\)
            end if
            \(\mathbf{M} \leftarrow\left[\mathbf{F}^{T} \mid \mathbf{I}\right] \quad \triangleright\) Here, \(\mathbf{F}\) is of size \(1 \times 2\), \(\mathbf{I}\) is an identity matrix in \(R^{2 \times 2}\)
                        From here, we perform unimodular row reduction until \(\mathbf{M}=[\mathbf{R} \mid \mathbf{T}]\),
                        where \(\mathbf{R}=[d 0]^{T}\) with \(d\) being the greatest common divisor, and \(\mathbf{T}\) is
                        the resulting \(2 \times 2\) matrix from the unimodular row operation
            do
                                    \(\triangleright\) Unimodular row reduction
                    \(i \leftarrow\) index of the entry with smaller absolute value in \(\mathbf{M}(:, 1) \quad \triangleright \mathbf{M}(:, 1)\) : first column in \(\mathbf{M}\)
                    \(j \leftarrow\) index of the entry with larger absolute value in \(\mathbf{M}(:, 1)\)
                    \(n \leftarrow \operatorname{floor}(\mathbf{M}(j, 1) / \mathbf{M}(i, 1))\)
                                    \(\triangleright\) floor: an operation that rounds real number to the
                                    nearest integer that is not larger then the current
                                    value
                    \(r \leftarrow \bmod (\mathbf{M}(j, 1), \mathbf{M}(i, 1))\)
                    Subtract \(n\) times row \(i\) from row \(j\).
                while \(\mathbf{M}(i, 1)!=0 \& \& \mathbf{M}(j, 1)!=0 \quad \triangleright\) Continue if neither of the elements is zero
            if \(\mathbf{M}(1,1)==0\) then
                    Interchange the two rows. \(\quad\) Rearrange the matrix to have the zero on the last row
            end if
            \(c_{1} \leftarrow \mathbf{T}(1,1) m+\mathbf{T}(2,1) k, c_{2} \leftarrow \mathbf{T}(1,2) m+\mathbf{T}(2,2) k, k \in \mathbb{Z}\)
                    \(\triangleright\) Now we have \(\mathbf{M}=[\mathbf{R} \mid \mathbf{T}]\), where \(\mathbf{R}=[d 0]^{T}\)
                            \(\triangleright c_{1}\) and \(c_{2}\) can be written as functions of \(k\)..
                                    We will find the suitable \(k\) in Algorithm 2
        end for
    end for
```

Output: Expressions of $c_{1}$ and $c_{2}$.

## 3.1 | Frequency peak identification

In the frequency peak identification step, after any preprocessing of the recorded data, the fast Fourier transform (FFT) was first performed. When dealing with a short period of EEG recording, data could be zero-padded to improve frequency resolution. Once the FFT is obtained, we could then read the top $n$ integer frequency peaks $\mathbf{P}=$ $\left[p_{1}, p_{2}, \ldots, p_{n}\right]^{T}$ with a small tolerance $\epsilon$, for example, $\epsilon=$ 0.1 Hz . This $\epsilon$ can be tuned to suit the requirements or experimental setup in different studies.

## 3.2 | Coefficient search for linear combinations

As mentioned in Section 2.1, it was assumed that the LDE decoder is based upon the candidate set of frequency pairs. In this step, we need to check if integer coefficients can be found in a given range for each pair of frequency candidates to generate the identified peak frequencies from the previous step.

### 3.2.2 | Finding the lowest order solution

Based on our observations from pilot experiments, linear combinations of the two frequencies with large absolute values on the coefficients are often attenuated due to the nature of SSVEP and hardware limitations. In general, the larger the coefficients are, the weaker they show on the FFT plot. Therefore, not all solutions from Algorithm 1 are feasible solutions. For example, we can generate any integer number with integer linear combination of two prime numbers; however, the coefficients could be very large with some selection of the integer and the two prime numbers. Here, a bound was introduced to the sum of the absolute value of the two coefficients, or we could call it the order of the linear combination, order $=\left|c_{1}\right|+\left|c_{2}\right| \in[\underline{c}, \bar{c}]$. In most cases, $\underline{c}=1$ so that fundamental frequencies are included in the calculation. Hence, we need to find the $k$ value that corresponds to the minimum order if there exists a solution to the LDE.
The optimal $k=k^{*}$ corresponding to the lowest order coefficients can be found by solving

```
Algorithm 2 Find \(k\) that minimizes \(\left|c_{1}\right|+\left|c_{2}\right|\)
    Solve: \(\min _{k \in \mathbb{Z}}\left|c_{1}\right|+\left|c_{2}\right|\), where \(c_{1}=a_{1} k+b_{1}, c_{2}=a_{2} k+b_{2}\).
    Input: Expressions of \(c_{1}\) and \(c_{2}\).
    \(i \leftarrow\) index of the larger in \(\left|a_{1}\right|\) and \(\left|a_{2}\right|\)
    \(k^{\prime} \leftarrow-b_{i} / a_{i} \quad \triangleright\) Solve \(a_{i} k^{\prime}+b_{i}=0\)
    \(k_{1} \leftarrow \operatorname{floor}\left(k^{\prime}\right), k_{2} \leftarrow \operatorname{ceil}\left(k^{\prime}\right) \quad \triangleright\) Candidates of integer solutions
    for \(\mathrm{j}=1,2\) do
        order \(_{j} \leftarrow\left|a_{1} k_{j}+b_{1}\right|+\left|a_{2} k_{j}+b_{2}\right| \quad \triangleright\) Calculate the order with each candidate \(k\)
    end for
    \(l \leftarrow\) index of the smaller of order \(_{1}\) and order \(_{2} \quad \triangleright\) Find the \(k\) that result in the smallest \(\left|c_{1}\right|+\)
    \(k^{*} \leftarrow k_{l}\)
    order \(\leftarrow\) order \(_{l}\)
```

Output: $k^{*}$ and order.

### 3.2.1 | Solving the LDE for the coefficients

The problem formulated in Section 2.3 can be solved with extended Euclidean algorithm, which is based on the idea of unimodular row reduction [24]. The algorithm is written in Algorithm 1. Note that there are infinite sets of solutions to a LDE of the format $\alpha x+\beta y=\gamma$. The results are written as functions of $k(k \in \mathbb{Z})$.

Algorithm 1 starts with identifying if integer solution exists with the current candidate $\mathbf{F}$ and peak $p$ defined in Equation (5) by calculating the greatest common divisor $d$ and checking if $p$ is divisible by $d$. If yes, then we continue solving for the solutions; if not, we label it as "no solution" and move to the next candidate $\mathbf{F}$. In a case where there exists an integer solution, unimodular row reduction is performed to derive expressions of the coefficients.

$$
\begin{equation*}
\operatorname{argmin}_{k \in \mathbb{Z}}\left|c_{1}\right|+\left|c_{2}\right| \tag{7}
\end{equation*}
$$

where $c_{1}=a_{1} k+b_{1}$ and $c_{2}=a_{2} k+b_{2}, k \in \mathbb{Z}$. Algorithm 2 is used to solve this optimization problem.

If order $\in[\underline{c}, \bar{c}]$, then we have a valid solution; otherwise, we will discard this solution and label it as "no solution."

### 3.2.3 | Proof of the optimality of $k^{*}$

 Let$$
\begin{aligned}
& c_{1}(k)=a_{1} k+b_{1}, \\
& c_{2}(k)=a_{2} k+b_{2},
\end{aligned}
$$

where $a_{1}, b_{1}, a_{2}$, and $b_{2}$ are given integers.

Define a cost function $c(k)=\left|c_{1}(k)\right|+\left|c_{2}(k)\right|$ with the integer variable $k$.

Let $k_{1}=\frac{b_{1}}{a_{1}}$ and $k_{2}=\frac{b_{2}}{a_{2}}$.
Lemma 1. The optimization problem

$$
\min _{k \in \mathbb{Z}} c(k)
$$

has the solution

$$
c\left(k^{*}\right)=\min _{k \in \mathbb{S}} c(k),
$$

where $\mathbb{S}=\left\{\left\lfloor k^{\prime}\right\rfloor,\left\lceil k^{\prime}\right\rceil\right\}, k^{\prime}=k_{i}, i=\arg \max _{i \in\{1,2\}} a_{i}$.

Proof. Lemma 1 requires a minimization on sum of absolute functions. Hence, the objective function needs to be analyzed piece-wise. Let $k^{\prime}$ be the optimal solution in $k \in \mathbb{R}$ and $k^{*}$ be the optimal solution in $k \in \mathbb{Z}$.
fore, $c(k)$ must also be a linear function of $k$ in $\left[k_{2}, k_{1}\right]$. Let $c_{1}\left(k_{2}\right)=A, c_{2}\left(k_{1}\right)=B$, then the line that represents $c$ has to go through $\left(k_{2}, A\right)$ and $\left(k_{1}, B\right)$. Hence, the minimum value locates at $\min _{k}(A, B)$, in other words, either $k_{1}$ or $k_{2}$. Since $k_{1}$ and $k_{2}$ are the roots of the two functions, the comparison of $c$ at $k_{1}$ and $k_{2}$ can be converted to the comparison of the absolute value of slopes of the two functions ( $\left|a_{1}\right|$ and $\left|a_{2}\right|$ ). The larger the absolute value of slope is, the faster it grows as $k$ moves away from its root and gives a larger $c$. Hence, the minimum value falls on the root of the function with larger absolute value of slope.

Figure 2 is a graphical demonstration of the optimality of $k^{\prime}$. In this example, $\left|a_{1}\right|<\left|a_{2}\right|$ and, therefore, $k^{\prime}=k_{2}$.

Now we have obtained the optimal solution $k^{\prime}, k^{\prime} \in$ $\mathbb{R}$. Because the function $c(k)$ is convex, the optimal

```
Algorithm 3 Produce decoder output
    for each \(f_{1}, f_{2}\) combination do
        Initialize: int counter \(=0\);
            int totalOrder \(=0\);
        for each \(p\) do
            if there exists a valid solution of \(c_{1}\) and \(c_{2}\) such that \(\left|c_{1}\right|+\left|c_{2}\right| \in[\underline{c}, \bar{c}]\) then
                counter \(+=1\);
                totalOrder \(+=\) order; \(\quad \triangleright\) order is one of the outputs in Algorithm 2
            end if
        end for
        NumO f Valid Sol \((i) \leftarrow\) counter \(, i=1,2, \ldots, m \quad \triangleright m\) is the total number of \(f_{1}, f_{2}\) candi-
                        dates
                        \(i\) is the index of the current \(f_{1}, f_{2}\) pair
        \(\operatorname{Order}(i) \leftarrow\) totalOrder \(, i=1,2, \ldots, m\)
    end for
    find the maximum value in \(N u m O f V\) alidSol and its index \(n\)
    if there exists multiple entries with the maximum value then
        find the one with minimum value in Order and its index \(n\)
    end if
```

Output: the $n^{t h} f_{1}, f_{2}$ candidates.

For simplicity, assume $k_{1}>k_{2}$.
i. In $\left(-\infty, k_{2}\right], c$ increases as $k$ decreases, because the slopes of both functions are negative in this region. Hence, the minimum value can be easily found at $k^{\prime}=k_{2}$.
ii. In $\left[k_{1},-\infty\right), c$ increases as $k$ increases, because the slopes of both functions are positive in this region. Hence, the minimum value can be easily found at $k^{\prime}=k_{1}$.
iii. In $\left[k_{2}, k_{1}\right]$, as we know that $c_{1}$ and $c_{2}$ are linear functions of $k$ and $c(k)=\left|c_{1}(k)\right|+\left|c_{2}(k)\right|$. There-
solution $k^{*}, k^{*} \in \mathbb{Z}$ must be one of the integer values adjacent to $k^{\prime}$. Hence, $k^{*}=\operatorname{argmin}_{k \in\left\{\left[k^{\prime}\right],\left[k^{\prime}\right\rceil\right\}} c(k)$.

## 3.3 | Output generation

With the algorithms explained above, we can now check if each peak $p$ allows us to find a set of coefficients $c_{1}$ and $c_{2}$ for the current $f_{1}, f_{2}$ combination that falls within a range $\left|c_{1}\right|+\left|c_{2}\right| \in[\underline{c}, \bar{c}]$. In cases where a solution exists but the coefficients do not fall within the given range, this solution is considered invalid.

The output can be produced by counting the number of valid solutions we can obtain under each frequency


FIGURE 2 Graphical demonstration of the optimality of $k^{\prime}$. [Color figure can be viewed at wileyonlinelibrary.com]
combination (label each frequency pair with a score) and choosing the combination that has the highest number of valid solutions as the decoder output (output the best match based on the score). This is explained in Algorithm 3. Here, a second source of information-total order from all valid solutions-was used to deal with cases where multiple frequency pairs yield the same number of valid solutions. In such cases, the pair with the least total order is regarded as the best match and returns by the algorithm.

## 3.4 | Time complexity of LDE

Based on the algorithm above, the computation pipeline of LDE can be summarized with asymptotic time complexity of each step labeled in parentheses:

- calculate FFT (O(nlogn)),
- identify top peaks from FFT ( $O(n \log n)$ ),
- search for integer solution for each peak in each candidate pair $(O(n))$ [25],
- find maximum value in the list for output generation $(O(n))$.

All the steps above can be bounded by asymptotic time complexity $O$ (nlogn). Therefore, the overall asymptotic time complexity of LDE is $O(n \operatorname{logn})$.

## 3.5 | Extend LDE decoders to more general cases

So far, LDE has been introduced and a detailed explanation given of how the algorithm works in decoding multifrequency SSVEP under the assumptions stated in Section 2.1. This section explains how LDE could be applied to a special case-single-frequency SSVEP decoding-and how Assumption 3 could be relaxed to
make LDE more powerful in multifrequency SSVEP decoding.

### 3.5.1 Special case: Decode single-frequency SSVEP

The proposed LDE decoder can be easily adjusted to work with single-frequency SSVEP. This can be done by replacing the second and subsequent frequency inputs to 0 . By doing this, the algorithm is then simplified to a harmonics search problem instead of a coefficient search as explained in Section 3.2. Therefore, the more harmonics that can be identified in the top peaks, the more likely this candidate frequency is the stimulation frequency.

### 3.5.2 | Working with noninteger frequencies

As stated in Section 2.1, one of the assumptions (3) was that all stimulation frequencies are integers. Here, we aim to relax this assumption.

From Section 3, we know that this integer frequency assumption determines whether the "coefficient search for linear combinations" step can be solved with LDE solvers. Therefore, this problem becomes as follows:

Solve for $\alpha^{\prime} x+\beta^{\prime} y=\gamma^{\prime}$, where $x$ and $y$ are unknown integers, $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime} \in \mathbb{R}$.

One way to convert the problem back to integer space is to multiply both sides of the equation by $10^{z}$, where $z$ is the largest decimal place in $\alpha^{\prime}, \beta^{\prime}$, and $\gamma^{\prime}$. After applying this multiplication to both sides, this could then be solved by the algorithms described above. Steps involved in this process are as follows:

1. In "frequency peak identification," find peaks to the frequency resolution of $10^{-z} \mathrm{~Hz}$ with $\epsilon \times 10^{-z} \mathrm{~Hz}$ tolerance, where $z$ is the largest decimal place in the frequency candidates.
2. In "coefficient search for linear combinations," multiply both the identified peaks and the candidate frequencies by $10^{z}$ to convert everything to integers.
3. Follow the steps explained in Sections 3.2 and 3.3.
4. By the end of "output generation," convert the output back to decimals by multiplying $10^{-z}$.

## 4 | VALIDATION DATASET

In this work, we used previously collected data [16] to evaluate the effectiveness of the proposed LDE decoder. The dataset contains SSVEPs recorded by EEG from nine healthy participants (four females and five males, aged $22-33$ years, mean 26.8 years, standard deviation 3.7 years). EEG was collected using g.USBamp amplifier with g.SAHARA dry electrodes (g.tec medical engineering GmbH , Austria) from six channels over the visual cortex


FIGURE 3 Histogram of most common settings for highest accuracies decoded with 1- to 30 -s data. [Color figure can be viewed at wileyonlinelibrary.com]
(PO3, POz, PO4, O1, Oz, O2, international 10-10 system) at 512 Hz , and 50 Hz notch filter and 0.5 to 60 Hz bandpass filter applied in the g.USBamp settings during data acquisition.

Data from each participant include 30 s multifrequency SSVEPs stimulated by six frequency pairs ( $6 \times 30 \mathrm{~s}$ ) using frequency superposition stimulation method with OR logic on $50 \%$ duty cycle square waves [16]. The six frequency pairs are as follows: $7 \& 9 \mathrm{~Hz}, 7 \& 11 \mathrm{~Hz}, 7$ \& $13 \mathrm{~Hz}, 9$ \& $11 \mathrm{~Hz}, 9$ \& 13 Hz , and $11 \& 13 \mathrm{~Hz}$. Stimulation was delivered by an Adafruit NeoPixel $8 \times 8$ RGB LED panel ( $70 \mathrm{~mm} \times 70 \mathrm{~mm}$ ) in red color, located 100 cm in front of the participant, centered to the eyes.


FIGURE 4 Accuracy and information transfer rate comparison between linear Diophantine equation (LDE) and multifrequency canonical correlation analysis (MFCCA). Error bars show standard errors of the average accuracies from each subject. * labels significant difference at $5 \%$ with Wilcoxon signed-rank test. [Color figure can be viewed at wileyonlinelibrary.com]

This study was approved by the University of Melbourne Human Research Ethics Committee (Ethics ID 1851283). Written consent was received from all subjects prior to the experiments.

## 5 | LDE PERFORMANCE

This validation dataset meets the assumptions on multifrequency SSVEP in Section 2.1 [18], and the integer candidate frequency set is also known from the experimental protocol. Table 1 summarizes the average LDE decoding accuracies across all participants at different LDE settings

TABLE 1 Accuracy of linear Diophantine equation decoder at different settings with 30 s data. Highest accuracy is highlighted in green.

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 16.67\% | 25.93\% | 31.48\% | 31.48\% | 31.48\% | 31.48\% | 31.48\% | 31.48\% | 31.48\% | 31.48\% |
| 2 | 31.48\% | 48.15\% | 66.67\% | 70.37\% | 70.37\% | 70.37\% | 70.37\% | 70.37\% | 70.37\% | 70.37\% |
| 3 | 38.89\% | 53.70\% | 77.78\% | 83.33\% | 83.33\% | 85.19\% | 87.04\% | 87.04\% | 87.04\% | 87.04\% |
| 4 | 38.89\% | 55.56\% | 85.19\% | 88.89\% | 87.04\% | 81.48\% | 83.33\% | 85.19\% | 85.19\% | 85.19\% |
| 5 | 40.74\% | 59.26\% | 85.19\% | 85.19\% | 83.33\% | 75.93\% | 72.22\% | 75.93\% | 75.93\% | 75.93\% |
| 6 | 42.59\% | 64.81\% | 94.44\% | 94.44\% | 81.48\% | 77.78\% | 74.07\% | 75.93\% | 75.93\% | 75.93\% |
| 7 | 48.15\% | 64.81\% | 88.89\% | 88.89\% | 81.48\% | 79.63\% | 79.63\% | 79.63\% | 81.48\% | 83.33\% |
| 8 | 46.30\% | 59.26\% | 85.19\% | 85.19\% | 81.48\% | 81.48\% | 79.63\% | 77.78\% | 77.78\% | 77.78\% |
| 9 | 48.15\% | 59.26\% | 90.74\% | 85.19\% | 83.33\% | 83.33\% | 83.33\% | 81.48\% | 81.48\% | 85.19\% |
| 10 | 50.00\% | 59.26\% | 90.74\% | 88.89\% | 81.48\% | 85.19\% | 85.19\% | 83.33\% | 81.48\% | 87.04\% |

TABLE 2 Accuracy of multifrequency canonical correlation analysis decoder at different settings with 30 s data. Highest accuracy is highlighted in green.

| Order | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Accuracy | $70.37 \%$ | $85.19 \%$ | $81.48 \%$ | $77.78 \%$ | $70.37 \%$ | $59.26 \%$ | $44.44 \%$ | $16.67 \%$ | $16.67 \%$ | $16.67 \%$ |



FIGURE 5 Example of test signal used in testing run times of linear Diophantine equation (LDE) and multifrequency canonical correlation analysis (MFCCA). [Color figure can be viewed at wileyonlinelibrary.com]
with full 30 -s EEG recordings. Number of peaks $n$ determines how many peaks $p$ are extracted from the "frequency peak identification" step that makes the vector of peaks $\mathbf{P}$ and order bounds the search range $[\underline{c}, \bar{c}]$ in "output generation," where, in this particular case, $\underline{c}=1$ and $\bar{c}=$ order. As a comparison, Table 2 lists the average decoding accuracy from MFCCA with different order settings with the same 30 -s EEG recordings. Cells highlighted in green in both tables indicate the respective highest accuracies in the two tables. From the tables, we can see that the highest accuracy from LDE is higher than that from MFCCA. This demonstrates the potential of LDE as a multifrequency SSVEP decoding algorithm.
In order to understand the best operating range of the decoder setting for the LDE decoder (number of peaks and order), LDE decoding was done with different data length starting from 1 to 30 s with 1 s increments and with the same range of decoder settings as in Table 1 (1 to 10 for both number of peaks and order). The highest accuracy was then identified at each data length and the corresponding decoder settings were recorded and summarized into Figure 3a. Note that in cases where multiple settings led to the same highest accuracy, such as in Table 1, both setting were included. The same was done for MFCCA as a comparison, as shown in Figure 3b, where it can be seen that, in this dual-frequency case, the common LDE settings that may result in the best decoding outcome are identifying nine peaks from the recorded EEG data and searching for coefficients up to order $4(\bar{c}=4)$. On the other hand, MFCCA performs the best in general at order 2. This implies that MFCCA mainly uses frequency inter-

TABLE 3 Run time (s) comparison between LDE and MFCCA when iteratively running the algorithms multiple times.

| Run time (s) |  |  |
| :--- | :--- | :--- |
| Number of runs | LDE | MFCCA |
| 10 | 0.0146 | 0.0816 |
| 100 | 0.1231 | 0.6234 |
| 1000 | 1.2404 | 5.8813 |
| 10000 | 12.3759 | 59.0758 |
| Settings |  |  |
| LDE | Order | 4 |
|  | Number of peaks | 9 |
| MFCCA | Order | 2 |
|  | Data length | 5 s |
| Number of channels in test signal | 1 |  |

Abbreviations: LDE, linear Diophantine equation; MFCCA, multifrequency canonical correlation analysis.

TABLE 4 Run time (s) comparison between LDE and MFCCA with different data length (s) used in decoding.

| Run time (s) |  |  |
| :--- | :--- | :--- |
| Data length (s) | LDE | MFCCA |
| 5 | 0.1244 | 0.5740 |
| 10 | 0.1247 | 1.1363 |
| 20 | 0.1287 | 2.1113 |
| 30 | 0.1363 | 3.0192 |
| Settings |  | 4 |
| LDE | Order | 9 |
|  | $\quad$ Number of peaks | 9 |
| MFCCA | Order | 2 |
| Number of channels in test signal | 1 |  |
| Number of runs |  | 100 |

Abbreviations: LDE, linear Diophantine equation; MFCCA, multifrequency canonical correlation analysis.
action information up to order 2, whereas LDE further utilizes information at higher orders.
Figure 4 shows comparisons between LDE and MFCCA accuracy and information transfer rate (ITR) with different data length at the optimal common setting identified above from Figure 3a. The error bars represent standard error of the average accuracies from each subject. The Wilcoxon signed-rank test was performed to test between LDE and MFCCA accuracies at each data length and significant differences at $5 \%$ were labeled with * in the figure. The ITR is calculated as
$I T R=\frac{60}{T}\left[\log _{2} N+p_{\text {acc }} \log _{2} p_{\text {acc }}+\left(1-p_{\text {acc }}\right) \log _{2}\left(\frac{1-p_{\text {acc }}}{N-1}\right)\right]$,
where $T$ is the time window (seconds) for a trial or time needed to produce one result, $N$ is the number of targets or possible choices, and $p_{\text {acc }}$ is the mean accuracy [26].
Simulated run time tests were also done with an artificially generated test signal that mimicked the recorded

TABLE 5 Run time (s) comparison between LDE and MFCCA with different numbers of channels in the test signal used in decoding.

| Run time (s) |  |  |
| :--- | :--- | :--- |
| Number of channels | LDE | MFCCA |
| 1 | 0.1519 | 0.6583 |
| 8 | 0.1525 | 0.8238 |
| 16 | 0.1336 | 1.0339 |
| 32 | 0.1322 | 3.3695 |
| 64 | 0.1491 | 10.1371 |
| 128 | 0.1841 | 25.0981 |
| Settings |  |  |
| LDE | Order | 4 |
|  | Number of peaks | 9 |
| MFCCA | Order | 2 |
|  | Data length | 5 s |
| Number of runs |  | 100 |

Abbreviations: LDE, linear Diophantine equation; MFCCA, multifrequency canonical correlation analysis.

TABLE 6 Run time (s) comparison between LDE and MFCCA when decoding at different orders.

| Run time (s) |  |  |
| :--- | :--- | :--- |
| Order | LDE | MFCCA |
| 1 | 0.1272 | 0.1671 |
| 2 | 0.1199 | 0.5931 |
| 3 | 0.1263 | 1.2793 |
| 4 | 0.1239 | 2.4192 |
| 5 | 0.1213 | 3.9164 |
| 6 | 0.1240 | 11.2753 |
| 7 | 0.1204 | 24.4093 |
| 8 | 0.1359 | 37.5039 |
| 9 | 0.1223 | 57.2156 |
| 10 | 0.1205 | 83.8450 |
| Settings |  | 9 |
| LDE | Number of peaks | 5 s |
| Number of channels in test signal |  | 1 |
| Number of runs | 100 |  |

Abbreviations: LDE, linear Diophantine equation; MFCCA, multifrequency canonical correlation analysis.
multifrequency SSVEP. This signal was generated by performing frequency superposition [16] of 11 and 13 Hz with OR then adding white Gaussian noise at -10 dB signal-to-noise ratio (SNR), similar to the wide-band SNR in recorded SSVEP [27]. The signal was sampled at 512 Hz , which is consistent with the sampling rate of EEG recording used in our previous experiments. Figure 5 shows an example of the test signal in both time domain and frequency domain.

The run times of the two algorithms were then tested with the test signal and results are shown in Table 3.

TABLE 7 Run time (s) of LDE when decoding with different number of peaks.

| Run time (s) |  |  |
| :--- | :--- | :--- |
| Number of peaks | LDE |  |
| 10 | 0.1379 |  |
| 20 | 0.2436 |  |
| 30 | 0.3591 |  |
| 50 | 0.5970 |  |
| 100 | 1.1724 |  |
| Settings | Order | 4 |
| LDE | Data length | 5 s |
| Number of channels in test signal |  |  |
| Number of runs |  | 1 |

Abbreviations: LDE, linear Diophantine equation.

Results show an "almost linear" trend with small overhead processes also contributing to the measured run times.

Run time comparison between LDE and MFCCA were also done with varying data length used in decoding (Table 4) and number of channels in the data (Table 5). How run times of the two algorithms change as order in decoder settings increases are shown in Table 6. For LDE, the run time as number of peaks in decoder setting increases is also shown in Table 7. All tests were run on a MacBook Pro 13-inch 2017 with 2.5 GHz dual-core Intel Core i7 processor and 16 GB 2133 MHz RAM. All unnecessary processes and applications are closed leaving only MatLab (The MathWorks, Inc., USA) running the decoding of test signal.
Table 3 shows that the run time of LDE is almost one fifth of the run time of MFCCA in the identified optimal setting (LDE: order 4, number of peaks 9; MFCCA: order 2) with 5 -s simplified single-channel data. It is recognized that the system response time is an important factor in human-computer interactions and can affect human performance [28], keeping the response time low would be critical for real-time/online applications. In BCI, the decoding algorithm run time determines the lower bound of system response time. The longest acceptable response time in human-computer interaction varies with the complexity of the task, but for typical BCI use cases where the response is usually activation or simple feedback, the response time should be kept lower than 200 ms [29, 30]. This means that in an online BCI application, LDE could be easily applied to complex scenarios with over 100 targets, while MFCCA would fail with only around 30 targets.

In Tables $4-6$, we can see that the changes in LDE run times are almost negligible as data length, number of channels, and order increases. In comparison, MFCCA shows a clearer and faster increase in run time as these parameters increases. Table 7 shows that LDE run time is more sensitive to number of peaks compared to the other parameters.

From the results above, we can see that LDE performed at least equally well as MFCCA with a general common decoder setting. The computational cost of LDE ( $O(n \operatorname{logn} n)$ ) was much lower than MFCCA $\left(O\left(n^{3}\right)\right.$ ), as explained in Section 1. This made LDE a suitable candidate for online decoding of multifrequency SSVEP especially in complex settings, for example, when the order of interest is high or there are more frequencies coded in a single target.

## 6 | CONCLUSION

In this paper, a novel multifrequency steady-state visual evoked potential (SSVEP) decoding algorithm based on LDE solvers was introduced, which has a theoretically lower time complexity ( $O(n \log n)$ ) compared to multifrequency canonical correlation analysis (MFCCA) $\left(O\left(n^{3}\right)\right)$. Experimental results showed that the LDE performance was as good as MFCCA in terms of decoding accuracy and information transfer rate even though the run time of LDE is only one fifth of that of MFCCA. This makes LDE a preferred algorithm in real-time applications where instant response and timely feedback is critical.
Future work could investigate potential methods to systematically determine the best selection of parameters in the LDE decoder and to further improve the multifrequency SSVEP decoding accuracy.
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