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This paper is dedicated to Professor Zongli Lin on the occasion of his 60th birthday. This paper presents a novel approach to

address the challenge of maintaining connectivity within a multi-agent system (MAS) when utilizing directional visual sensors.

These sensors have become essential tools for enhancing communication and connectivity in MAS, but their geometric constraints

pose unique challenges when designing controllers. Our approach, grounded in geometric principles, leverages a mathematical

model of directional visual sensors and employs a gradient-descent optimization method to determine the position and orientation

constraints for each sensor based on its geometric configuration. This methodology ensures network connectivity, provided that initial

geometric constraints are met. Experimental results validate the efficacy of our approach, highlighting its practical applicability for

a range of tasks within MAS.
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1. Introduction

This paper is dedicated to celebrating the 60th birthday
of Professor Zonglin Lin, a distinguished figure who has
made remarkable contributions to the field of multi-agent
systems [1].

Recent years have witnessed a growing interest in
multi-agent systems collaborating to tackle complex tasks,
leading to significant advancements in the field [2]. These
findings not only shed light on the cooperative behaviors
observed in large groups of biological agents, such as birds
and fish, but show a great potential for diverse engineer-
ing applications. This includes scenarios involving mobile
sensors, unmanned aerial vehicles (UAVs), or robots, all
working together to achieve various cooperative objectives,
such as rendezvous, formation, coverage, and more [3, 4],
and references therein.

Although different setting of multi-agent systems ex-
ist [5–9], they share common features. In such systems,
there is typically a collective task assigned to the group,
with each individual agent within the group having its dy-
namics. Communication among these agents serves as a
fundamental aspect of multi-agent system. Effective com-
munication is necessary for coordinating actions, sharing

information, and making collective decisions. Depending
on the system, communication can occur through various
means, such as wireless networks [10], direct sensing us-
ing on-board sensors, such as cameras [11] and proximity
sensors [12], or any other suitable sensing devices without
the need for explicit communication by virtue of wireless
networks or other forms of long-range communication.

In this paper, we adopt a setting similar to that de-
scribed in [13], where cameras serve as the only means of
communication for a fleet of unmanned ground vehicles
(UGVs). In this setting, communication constraints arise
from the geometric limitations of cameras.

The motion of UGVs is characterized by a nonholo-
nomic unicycle model, necessitating the use of non-smooth
control laws for stabilization, as discussed in [13]. In con-
trast to the approach presented in [13], our work ac-
counts for the presence of digital sensors and digital ac-
tuators, resulting in discrete-time UGV dynamics rather
than continuous-time dynamics, leading to a discrete-time
model. Such a model can simplify the control design for a
group of UGVs. For example, in a 2-D space, a three-step
control design is sufficient to guide a UGV to any desired
target.

Our paper introduces a geometry-based connectivity
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maintenance algorithm tailored to a group of discrete-time
UGVs, even in the presence of visual sensing constraints.
This algorithm is versatile and can be applied to a wide
range of tasks, including formation and coverage. When
a task can be formulated as an optimization problem, our
proposed algorithm leverages readily available optimization
techniques to develop a distributed algorithm for maintain-
ing connectivity and achieving the optimal task solution.
We establish sufficient conditions based on the geometry
constraints of cameras to ensure connectivity at any given
time, provided that the initial conditions meet these geom-
etry constraints.

To assess the effectiveness of the proposed algorithm,
we have chosen the coverage problem as the primary task
for evaluation. Our findings, based on a combination of sim-
ulations and real-world experiments, provide compelling ev-
idence of the algorithm’s performance.

The remainder of this paper is organized as follows.
Section 2 presents the problem formulation, including the
sensor model, UGV dynamics, task-specific cost function,
and the control objectives. Section 3 is devoted to present-
ing our main results, including the proposed algorithm and
the establishment of sufficient conditions for ensuring group
connectivity. In Section 4, we showcase simulation results
that demonstrate the application of the proposed algorithm
in a coverage task, underscoring its effectiveness. We subse-
quently present experimental results involving three UGVs
in Section 5. Finally, Section 6 concludes the work.

2. Problem Formulation

This work centers around a multi-agent system comprised
of N identical agents. Following a similar approach as in
[13], the communication among agents is assumed to be fa-
cilitated only through cameras, which have visual geometry
constraints.

This section outlines the mathematical model for de-
scribing the visual sensor within the context of geometry
constraints as well vision-based communication topology,
followed by the introduction of the problem formulation,
which aims to accomplish tasks while accounting for visual
geometry constraints.

2.1. A Visual Sensor Model to Capture
Geometry Constraints

Sensor devices inherently possess certain limitations in
their capabilities. For instance, a widely recognized con-
straint is the limited sensing radius [14]. Other commonly
encountered restrictions stem from directional sensors, like
directional cameras, which are subject to visual sensing
constraints due to their confined viewing angles [15]. This
results in what is known as the “blinded angle” α at the rear
of the camera, as illustrated in Figure 1. To comprehen-
sively address these sensor-induced geometry constraints,
the notion of the effective sensing region for each sensor is
introduced, defined as a sector denoted by Si as depicted in

Figure 1. This sector takes into account both the sensing
distance Rs and the span of the sensing angle 2(π − α

2 ).
The well-known constraint limited by only sensing radius
is a special case of Si with α = 0.

Fig. 1. Sensing range Si of the ith sensor.

In this group of agents, for the directional camera on
the ith robot, it has its position pi = [xi, yi]

T , where xi and
yi denote its 2-D Cartesian coordinates. Its orientation θi,
which can also be described by an vector originating from
pi in Figure 1 determines the motion direction of sensor i.

In this paper, for simplicity of presentation, it is as-
sumed that the coordinate of the directional camera is the
same as the agent, so that the pose of the ith agent is de-
noted as zi = [xi, yi, θi]

T . In cases where two frames are
different, the proposed framework can be adjusted by in-
corporating suitable transformations.

The sensing region Si is limited by the sensing distance
Rs > 0 and the sensing angle π < 2(π − α

2 ) < 2π. Consid-

ering any point q = [qx, qy]
T in the 2D space, it is visible

by the ith camera if q ∈ Si. In order to characterize the
visibility of the position q with respect to the ith camera,
we introduce the following notions.

1 q− pi is the relative position vector of this point with
respect to the ith sensor.

2 γpiq is the angle between the vector q−pi and the ori-
entation of sensor i, which is also called the incoming
angle of q relative to sensor i. As shown in Figure 1,
it can be computed as

γpiq = arccos


[
cos(θi)
sin(θi)

]T [
qx − xi

qy − yi

]
∥∥∥∥cos(θi)sin(θi)

∥∥∥∥ ∥∥∥∥qx − xi

qy − yi

∥∥∥∥
 . (1)

3 dpiq is the distance between the sensor and this point.
It is computed as

dpiq =

∥∥∥∥qx − xi

qy − yi

∥∥∥∥ . (2)

If γpiq ≤ π − α
2 and dpiq ≤ Rs are satisfied simulta-

neously, the point q is visible for the ith sensor. This can
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be represented as q ∈ Si, where the set Si is the effective
sensing region and is defined as

Si =
{
(qx, qy) ∈ R2|γpiq ≤ π − α

2
∩ dpiq ≤ Rs

}
. (3)

2.2. Vision-Based Communication Topology

Similar to [13], this work utilizes cameras as the sole mode
of communication between the agents. According to Equa-
tion (3), the ith sensor can capture the local information
within the set Si. If the jth sensor can be seen by the ith

sensor, it has pj ∈ Si. This connection is described by a
directed edge (i, j). Given a sensor network, all the sensors
that can be sensed by sensor i form the sensing neighbor
set of sensor i, defined as

Ni = {j ∈ V |pj ∈ Si, j ̸= i} , (4)

where V = {1, 2, · · · , N} is the index set of all sensors.
Therefore, an edge (i, j) is undirected, that is, (i, j) = (j, i),
if and only if both pj ∈ Si and pi ∈ Sj .

Definition 2.1. Given a pose (p,θ) of N sensors with p =
[pT

1 ,p
T
2 , · · · ,pT

N ]T , and θ = [θ1, θ2, · · · , θN ]T , the visual
sensing topology is defined by the graph G(p,θ) = (V, E),
where the set of edges is E = {(i, j)|i, j ∈ V, j ∈ Ni} with
the neighbor set Ni defined in Equation (4). ◦

It is noted that our paper only focuses on the undi-
rected graphs, which are widely used in diverse domains
such as social networks [16] and transportation engineering
[17]. In our specific problem context, each agent is equipped
with a camera, which serves as the exclusive means of com-
munication for a fleet of UGVs. In this scenario, it is a natu-
ral assumption that, with a suitable camera placement and
the appropriate sets of initial condition, communication be-
tween any two agents occurs in an undirected manner. No-
tably, in a distributed framework, mutual visual sensing is
required for any pair of neighboring agents, allowing one
agent to move without obstructing the visual constraints
of the other. This task becomes particularly challenging if
the agents are unable to maintain visual contact with each
other. In our future work, we will extend our results to
directed graph.

2.3. Dynamics of Agents

Each agent or UGV has the following simplified discrete-
time kinematics:

xi[k + 1] = xi[k] + vi[k] cos (θi[k])

yi[k + 1] = yi[k] + vi[k] sin (θi[k])

θi[k + 1] = θi[k] + ωi[k],

(5)

for all i = 1, . . . , N . Here (xi, yi, θi) are the x position, y
position, and the heading for the ith agent respectively. The
control variables are vi and ωi respectively. They represent
linear velocity and angular velocity using a normalized time
scale.

For this given dynamic system Equation (5) with any

target pose zd =

xd

yd

θd

 and the current pose z[k], many

control laws can be used to drive the system Equation (5)
to zd.

In this paper, a three-step (S1, S2, and S3) control law
is used. It utilizes the concept of the polar angle from a po-

sition p1 =

[
x1

y1

]
to another position p2 =

[
x2

y2

]
, p1 ̸= p2,

which is defined as

∠−−−→p1,p2

=


arctan

(
y2−y1

x2−x1

)
if x2 − x1 > 0

π
2 if x2 − x1 = 0 and y2 > y1
−π

2 if x2 − x1 = 0 and y2 < y1

π + arctan
(

y2−y1

x2−x1

)
if x2 − x1 < 0

.

Consequently, the three sequential steps are:

S1 computes the polar angle from z[k] to zd as the inter-
mediate angle, which points to the desired position pd

from the current position p[k]. That is

θ̂d[k] = ∠
−−−−−→
p[k],pd. (6)

This leads to the input ω[k]

ω[k] = θ̂d[k]− θ[k]. (7)

where v[k] = 0.
S2 computes v[k + 1] by solving the following equations

|v[k + 1]| =
√
(xd − x[k + 1])2 + (yd − y[k + 1])2. (8)

w[k + 1] = 0, (9)

This leads to θ[k + 2] = θ̂d[k].

S3 rotates the heading from the intermediate heading θ̂d

to the desired heading θd by computing ω[k + 2] as

ω[k + 2] = θd − θ̂di [k], (10)

where v[k + 2] = 0.

Note that by using this three-step procedure, for any cur-
rent position p[k], we can drive to the desired position pd in
two steps, i.e., p[k+ 1] = pd. The third step S3 is adopted
to achieve the desired orientation θd.

2.4. Task-Oriented Optimization

For a given task, an associated optimization problem is de-
fined as

min
x∈RN ,y∈RN ,θ∈[0,2π)N

J(x,y,θ)

J(x,y,θ) =

N∑
i=1

fi (xi, yi, θi) (11)



March 6, 2024 4:14 output

4 Li et al.

where J(·, ·, ·) is the cost function, which is the task driven
including some constraints such as collision avoidance

[18, 19]. In this formulation, we have x = [x1 x2 · · · xN ]
T
,

y = [ y1 y2 · · · yN ]
T
, and θ = [ θ1 θ2 · · · θN ]

T
, indicating

that the cost is the global or group cost, where the nonlin-
ear mapping fi(·, ·, ·) represents the cost of the ith agent.
It is also assumed that there exists an optimal solution
(x∗,y∗,θ∗) for this cost function J(·, ·, ·).

Obtaining an analytical solution for the optimization
problem (11) is often challenging, prompting the prevalent
use of numerical methods. Typically, numerical techniques
produce a sequence of iterative steps {tℓ}ℓ=1,2,... to effec-
tively converge towards the optimal solution. A commonly
employed method is the gradient-descent approach, taking
the following form:

xd
i [tℓ+1] = xd

i [tℓ] + ηx,i
∂J

∂xi

(
xd[tℓ],y

d[tℓ],θ
d[tℓ]

)
ydi [tℓ+1] = ydi [tℓ] + ηy,i

∂J

∂yi

(
xd[tℓ],y

d[tℓ],θ
d[tℓ]

)
θdi [tℓ+1] = θdi [tℓ] + ηθ,i

∂J

∂θi

(
xd[tℓ],y

d[tℓ],θ
d[tℓ]

) (12)

for ℓ = 1, 2, . . .. The following assumption characterizes
the convergence property of the gradient-descent algo-
rithm (12).

Assumption 2.2. For the proposed gradient-descent algo-
rithm (12), for the ith agent, there exist positive constants
ηx,i, ηy,i, and ηθ,i such that the following equations hold

lim
ℓ→∞

(
xd
i [tℓ], y

d
i [tℓ], θ

d
i [tℓ]

)
= (x∗

i , y
∗
i , θ

∗
i ) , i = 1, 2, . . . , N(13)

for all
∣∣xd

i [t1]− x∗
i

∣∣ ≤ ∆x,
∣∣ydi [t1]− y∗i

∣∣ ≤ ∆y, and∣∣θdi [t1]− θ∗i
∣∣ ≤ ∆θ for some positive triplet (∆x,∆y,∆θ).

Here x∗
i , y

∗
i , and θ∗i is the ith element of x∗, y∗, and θ∗

respectively.

Remark 2.3. Other than gradient-descent algorithm pre-
sented in Equation (12), other optimization techniques can
be used as well. As long as there is a sequence of the desired

position and headings
{(

xd[tℓ],y
d[tℓ],θ

d[tℓ]
)}

ℓ=1,2,...
con-

verges to the optimal value (x∗,y∗,θ∗), this sequence can
be used in the proposed control design. In our experimen-
tal setting, a heuristic optimization algorithm is used to
generate this sequence.

We denote xd[tℓ] =
[
xd
1[tℓ], x

d
2[tℓ], · · · , xd

N [tℓ]
]T

,

yd[tℓ] =
[
yd1 [tℓ], y

d
2 [tℓ], · · · , ydN [tℓ]

]T
, and θd[tℓ] =[

θd1 [tℓ], θ
d
2 [tℓ], · · · , θdN [tℓ]

]T
, which are the sequences of po-

sitions and heading to reach the optimal group behaviour
(x∗,y∗,θ∗). The control objective is thus to drive each
agent to follow this sequence

{
xd
i [tℓ], y

d
i [tℓ], θ

d
i [tℓ]

}
ℓ=1,2,...

by designing its input signal (vi, ωi) appropriately.
It is noted that the updating law (12) of the ith agent

(xd
i [tℓ+1], y

d
i [tℓ+1], θ

d
i [tℓ+1]) rely on the information of all

agents in the group, i.e.,
(
xd[tℓ],y

d[tℓ],θ
d[tℓ]

)
. This re-

quires that each agent can communicate with other agents.
In this paper, such a communication is achieved through
the vision sensors with geometry constraints. In order
to achieve these sequences, the following assumption is
needed.

Assumption 2.4. For the given visual geome-
try constrains defined in Equation (3), the task
defined in Equation (11) is realizable such that

the sequences
{(

xd[tℓ],y
d[tℓ],θ

d[tℓ]
)}

ℓ=1,2,...
sat-

isfy
{
G
(
xd[tℓ],y

d[tℓ],θ
d[tℓ]

)
∈ Gc

}
ℓ=1,2,...

, where

G
(
xd[tℓ],y

d[tℓ],θ
d[tℓ]

)
is the undirected topology corre-

sponding to the pose
(
xd[tℓ],y

d[tℓ],θ
d[tℓ]

)
.

Remark 2.5. This assumption shares similarities with the
approach presented in [13], wherein it is assumed that the
task aligns with visual geometry constraints. Without this
underlying assumption, the task becomes infeasible within
the scope of visual constraints. Furthermore, we also as-
sume that the sequence of target points adheres to the vi-
sual geometry constraints. While this assumption may ini-
tially appear restrictive, its flexibility can be augmented by
integrating the visual geometry aspect into the cost func-
tion (11) through the incorporation of a barrier function
concept, as demonstrated in [13]. This adjustment empow-
ers the assumption to accommodate a broader range of sce-
narios, all while maintaining a crucial focus on the consid-
eration of visual geometry constraints.

Remark 2.6. It’s important to note that the formulation
outlined by the dynamic system (5) and the cost func-
tion (11) is profoundly comprehensive, entailing robust as-
sumptions. For a specific application, the relaxation of As-
sumption 2.4 is conceivable. For example, it is possible to
explore the calibration of the step size in Equation (12) to
generate a sequence satisfying Assumption 2.4 for a given
cost. Our future work will exploit this direction.

Remark 2.7. In scenarios where the cost can be quan-
tified using certain sensors, but the structure of J(·, ·, ·)
remains unspecified, data-driven methods can be employed
to estimate the gradient, thus ensuring convergence. The
proposed framework can also be adapted to accommodate
the data-driven setting.

Assume that at the kth sampling instant the ith agent’s
pose satisfies

(xi[k], yi[k], θi[k]) = (xd
i [tℓ], y

d
i [tℓ], θ

d
i [tℓ]).

Consequently, its next target is denoted as

Td
i,ℓ+1 := (xd

i [tℓ+1], y
d
i [tℓ+1], θ

d
i [tℓ+1]) (14)

This leads to a sequence of targets coming from the opti-
mization algorithm (12) for the dynamic system character-
ized by (5) to track.
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To clarify the process without abusing notation, the
following actions will be taken.

1 Two counters are used. The first one Ci,ℓ−1,ℓ remem-
bers how many steps are needed in order to move from
Td

i,ℓ−1 toT
d
i,ℓ. That is, Ci,ℓ−1,ℓ = k. The second counter

Ci,ℓ,ℓ+1 will be reset to zero, preparing for the counting
of the steps moving from Td

i,ℓ to Td
i,ℓ+1.

2 Re-set the sampling instant k to be 1 in the dynamic
system (5), labeling it as 1ℓ. This leads to a sequence
of sampling instants to reach the target Td

i,ℓ+1 as

{1ℓ, 2ℓ, . . . ,Kℓ}, where Kℓ = Ci,ℓ,ℓ+1.

This approach ensures that the agent’s step is reset to the
initial value of 1 when a new taskTd

i,ℓ+1 is computed. More-
over, by using two counters, we can compute how many
sampling steps are needed to move to the optimal target
(x∗,y∗,θ∗).

2.5. Control Objective

In this work, the visual sensors are used to compute
(xd[tℓ],y

d[tℓ],θ
d[tℓ]) if each agent can “see” any other

agent. In the context of visual sensors, the presence of ge-
ometry constraints introduces inherent limitations that can
hinder their compliance during the movement of each agent.
In this paper, we leverage these geometry constraints to de-
velop a novel approach.

Therefore, the control objective is to design
appropriate control actions for each agent in the
group such that for the given target Td

i,ℓ+1 =

(xd
i [tℓ+1], y

d
i [tℓ+1], θ

d
i [tℓ+1]) to generate a sequence of move-

ment {(xi[sℓ], yi[sℓ], θi[sℓ])}sℓ=1,...,Kℓ
such that

(xi[Kℓ], yi[Kℓ], θi[Kℓ]) = (xd
i [tℓ+1], y

d
i [tℓ+1], θ

d
i [tℓ+1]).

Moreover, this sub-sequence satisfies

{G (xi[sℓ], yi[sℓ], θi[sℓ]) ∈ Gc}sℓ=1,2,...,Kℓ
, (15)

for each ℓ = 1, 2, . . .. With the consideration of practical
limitations of mobility capability, it is also assumed that
the maximum absolute value of the linear velocity satisfies
|v|max ≤ Rs and the maximum absolute value of angular
velocity satisfies |ω|max ≤ π − α

2 .

3. Main Results

The key focus of this section is to establish the sufficient
conditions that lead to the fulfillment of the control ob-
jective shown in Equation (15). These conditions will be
derived while considering the inherent limitations posed
by the sensing capabilities, as defined in Equation (3).
In more detail, our contribution involves deriving upper
bounds for linear velocity and angular velocity, represented
by ωi and vi respectively. These bounds will be strategi-
cally determined so that the sub-sequence of movements

{(xi[sℓ], yi[sℓ], θi[sℓ])}sℓ=1,...,Kℓ
effectively satisfy the estab-

lished control objective.
The following notations are used in this section. We

assume that anti clock-wise rotation is positive rotation.
The desired rotation angle of the ith agent with respect to

the target position pd
i [tℓ+1] =

[
xd
i [tℓ+1], y

d
i [tℓ+1]

]T
from the

current orientation θi[sℓ] is computed as follows:

ω̂i[sℓ] = ∠
−−−−−−−−−−→
pi[sℓ],p

d
i [tℓ+1]− θi[sℓ] (16)

The rotation direction corresponding to ω̂i[sℓ] is thus ob-
tained by sgn(ω̂i[sℓ]), where

sgn(a) =

{
1 if a > 0
−1 if a < 0

.

The vector
−−→
pihi denotes the i

th sensor’s orientation vector,
it has

−−→
pihi =

[
cos(θi)
sin(θi)

]
. (17)

Denote the cross product of two vectors by ‘×’, which sat-
isfies [x1, y1]

T × [x2, y2]
T = x1y2 − x2y1.

3.1. Designing the upper bound of angular
velocity ωi

Given the current state (xi[sℓ], yi[sℓ], θi[sℓ]) of the i
th agent,

the geometry constrain (3) may hinder the agent from
reaching the target Td

i,ℓ+1 = (xd
i [tℓ+1], y

d
i [tℓ+1], θ

d
i [tℓ+1])

within three steps by the control law S1-S2-S3 proposed
in Subsection 2.3. However, it is possible to produce a pose
sequence {(xi[sℓ], yi[sℓ], θi[sℓ])}sℓ=1,...,Kℓ

by implementing
the control laws S1 and S2 in a few iterations such that
all the connections between agent i and its neighbors are
preserved all the time. This guarantees that G[sℓ +1] ∈ Gc

and G[sℓ + 2] ∈ Gc as long as G[sℓ] ∈ Gc.
Note that the angle velocity ωi[sℓ] determined by the

control law S1 further impacts the position after the con-
trol law S2 is applied. The upper boundaries ωi and vi will
be discussed with the consideration of the coupling role of
ωi and vi in the generation of the following state.

For the sake of clarity, let first consider the upper
bound ωij [sℓ] for the ith agent to preserve the connection
(i, j) to its only neighbor, the jth agent.

Consider the current pose (xi[sℓ], yi[sℓ], θi[sℓ]) and the
movement target Td

i,ℓ+1 = (xd
i [tℓ+1], y

d
i [tℓ+1], θ

d
i [tℓ+1]), the

desired rotation angle ω̂i[sℓ] of the ith agent is obtained
from Equation (16). Together with the jth agent’s pose
(xj [sℓ], yj [sℓ], θj [sℓ]), the risks to lose connection (i, j) for
the ith agent’s different rotation direction sgn(ω̂i[sℓ]) = 1
or sgn(ω̂i[sℓ]) = −1 are different.

We show this difference via an example as shown Fig-
ure 2. The orange and blue shadowed areas represent the
sensing regions of the ith agent and the jth agent respec-
tively. For the set Si, its right half region is denoted as Si,r

and it left half region is denoted Si,l. When pj [sℓ] ∈ Si,r[sℓ]
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and sgn(ω̂i[sℓ]) = 1, as depicted by Figure 2, it is possible
that pj [sℓ] /∈ Si[sℓ + 1] even though dpi[sℓ+1]pi[sℓ+1] ≤ Rs

holds. Similarly, pj [sℓ] /∈ Si[sℓ + 1] may also happen when
pj [sℓ] ∈ Si,l[sℓ] and sgn(ω̂i[sℓ]) = −1. On the contrary,
the cases of pj [sℓ] ∈ Si,r[sℓ] and sgn(ω̂i[sℓ]) = −1 with
ω̂i[sℓ] ≤ π − α

2 will never destroy the connection (i, j) as
long as dpi[sℓ+1]pi[sℓ+1] ≤ Rs. These observations motivate
how to find the upper bound of angular velocities.

Fig. 2. The sensing regions of agent i, j and the possible
risk for the loss of connection (i, j) if sgn(ω̂i[sℓ]) = 1 and
pj [sℓ] ∈ Si,r[sℓ].

From the definition of cross product, the value of
−−−→pi,pj ×

−−→
pihi satisfies{−−−→pi,pj ×

−−→
pihi < 0, pj ∈ Si,l

−−−→pi,pj ×
−−→
pihi > 0, pj ∈ Si,r.

The possible risks for losing connection (i, j) can be de-
scribed by the following inequality

sgn(ω̂i[sℓ]) · (
−−−−−−−−→
pi[sℓ],pj [sℓ]×

−−→
pihi[sℓ]) > 0, (18)

which serves as a criteria to identify whether the jth neigh-
bor is at risk of losing the connectivity with the ith agent.

When the risk is identified via verifying the inequal-
ity (18), further steps are needed to preserve the connectiv-
ity. We will carefully select the upper bound of the angu-
lar velocity ωij [sℓ] to ensure the connectivity between two
agents. More specifically, we would like to find ωij [sℓ] such
that if the rotation angle ωi[sℓ] < ωij [sℓ], the connectivity
between them is persevered even if the control inputs ωj [sℓ]
and vj [sℓ] are unknown for the ith agent. We address how
to find such an upper bound for this three-step control law.
The similar idea can be extended to the cases when other
control laws are used.

It is noted that control laws S1 and S2 change the
orientation and position respectively. This leads to{

pi[sℓ + 1] = pi[sℓ]

θi[sℓ + 1] = θi[sℓ] + ωi[sℓ]
, (19)

and

θi[sℓ + 2] = θi[sℓ + 1] = θi[sℓ] + ωi[sℓ]

pi[sℓ + 2] = pi[sℓ + 1] + vi[sℓ+1] ·
[
cos(θi[sℓ + 1])
sin(θi[sℓ + 1])

]
= pi[sℓ] + vi[sℓ+1] ·

[
cos(θi[sℓ] + ωi[sℓ])
sin(θi[sℓ] + ωi[sℓ])

] .(20)

Obviously, the position pi[sℓ+2] is contained in an enclos-
ing circle set Ci[sℓ] centered at pi[sℓ] and with radius vmax

due to |vi[sℓ+1]| ≤ vmax, i.e.,

Ci[sℓ] = {q ∈ R2|∥q− pi[sℓ]∥ ≤ vmax}. (21)

It is noted that pi[sℓ + 2] ∈ Ci[sℓ] and pj [sℓ + 2] ∈ Cj [sℓ].
In order to keep every agent seeing every other agents,

i.e., for the jth agent in Cj [sℓ], it can be seen by the ith

agent, the ith agent’s rotation angle needs to be restricted
so that the incoming angle of each position q ∈ Cj [sℓ] is
always no more than the ith agent’s maximal incoming an-
gle π− α

2 at the (sℓ+2)th sample instant. This leads to the
following inequality

max
{
γpi[sℓ+2]q,q ∈ Cj [sℓ]

}
≤ π − α

2
, (22)

where γpi[sℓ+2]q is the incoming angle of p with respect to
agent i’s pose zi[sℓ + 2] and it is defined in Equation (1).
This inequality provides a sufficient condition of rotation
angle to ensure the connectivity.

In this work, a 3-step procedure is used to generate
control actions in terms of linear velocity and angular ve-
locity. The following lemma provides an upper bound of
ωij [sℓ] to guarantee inequality (22).

Lemma 3.1. Assume that the ith agent and its neighor:
the jth agent, j ∈ Ni have poses (xi[sℓ], yi[sℓ], θi[sℓ]) and
(xj [sℓ], yj [sℓ], θj [sℓ])]) respectively. It is also assumed that
the inequality (18) holds. If ith agent’s rotation angle is
upper bounded by

ωij [sℓ] = π− γpi[sℓ]pj [sℓ]−
α

2
− arcsin

(
2vmax

dpi[sℓ]pj [sℓ]

)
, (23)

then for any ωi[sℓ] ≤ ωij [sℓ], the formula (22) is always sat-
isfied. It means that the connectivity between the ith agent
and the jth agent is guaranteed as long as they are no more
than Rs away from each other.

Proof: The proof consists of two parts. First part
shows that the inequality (22) is a sufficient rotation angle
condition to ensure the connectivity. Secondly shows that
the upper bound (23) indicates the inequality (22). As the
inequality (18) suggests the possibility of losing connectiv-
ity between the ith agent and the jth agent, we need to
carefully investigate the relationship between the bound of
the rotation angle and the set Cj [sℓ] as shown in Figure 3.
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Fig. 3. The upper bound of the rotation angle for a sensor.

In Figure 3, the sensing regions of the ith agent and the
jth agent are represented as Si[sℓ] (green) and Sj [sℓ] (red)
respectively while the dashed enclosing circles represent
Ci[sℓ] and Cj [sℓ] respectively. Denote pia and pia

∗ the
critical boundaries of sensor i’s sensing regions before and
after the orientation is rotated, respectively.

Since pi[sℓ + 2] ∈ Ci[sℓ] and pj [sℓ + 2] ∈ Cj [sℓ] from
Equation (21), that is, the circles Ci[sℓ] and Cj [sℓ] repre-
sent position regions of pi[sℓ+2] and pj [sℓ+2]. Denote the
inner tangent of Ci[sℓ] and Cj [sℓ] by lij . If pia

∗ is parallel
to lij , the inequality

Cj [sℓ] ⊂ Si[sℓ + 1],

always holds. This implies that

pj [sℓ + 1] ∈ Si[sℓ + 1]. (24)

Besides, the distance from Cj [sℓ] to the bound of pia
∗ is

vmax.
By revisiting the 3-step control law, it is noted that

Si[sℓ+2] is obtained by moving Si[sℓ+1] within a distance
no more than vmax, the bound of pia

∗ after this movement
will never cross Cj [sℓ]. That is, the bound of pia

∗ in Si[sℓ+
2] will be far away from or tangent to Cj [sℓ]. This guaran-
tees each position in the set Cj [sℓ] has an incoming angle no
more than π − α

2 to (xi[sℓ + 2], yi[sℓ + 2], θi[sℓ + 2]). This
indicates that the inequality (22) is a sufficient rotation
angle condition to ensure the connectivity.

Furthermore, the maximal rotation angle ωij [sℓ],
which is the maximal angle between pia and pia

∗ to en-
sure the connectivity, happens when pia

∗ is parallel to lij .
It follows that

ωij [sℓ] = ∠pjpia− ∠pjpia
∗, (25)

with pia
∗ parallel to lij , where ∠pjpia and ∠pjpia

∗ are

the angles between the vector
−−−−−−−−→
pi[sℓ],pj [sℓ] and the vector

−−−−→
pi[sℓ]a as well as

−−−−−→
pi[sℓ]a

∗, respectively.

According to Equation (1), the incoming angle of pj [sℓ]
with respect to zi[sℓ] is calculated by γpi[sℓ]pj [sℓ], resulting
in

∠pjpia = π − γpi[sℓ]pj [sℓ] −
α

2
. (26)

Since the relative distance between pj [sℓ] and pi[sℓ] is
dpi[sℓ]pj [sℓ] from Equation (2), it has

∠pjpia
∗ = arcsin

(
2vmax

dpi[sℓ]pj [sℓ]

)
. (27)

Combining Equations (25)-(27), the upper bound (23)
guarantees the inequality (22), completing the proof.

Remark 3.2. Lemma 3.1 provides the upper bound of ro-
tation angle in Equation (23) to guarantee the inequal-
ity (22) as well as connectivity between two agents. It is
highlighted that the upper bound shown in Equation (23)
only provides a sufficient condition to ensure connectivity.
This condition might be conservative for some engineering
applications, but it provides the performance guarantee. ◦

It is noted that the condition in Equation (23) is distributed
as only local information ∀j ∈ Ni is needed. Moreover, by
using the 3-step control design, the complicated connec-
tivity constraints involving both positions and orientations
can be decoupled.

The similar idea can be extended to the case when the
ith agent has multiple neighbors satisfying inequality (18).
As each neighbor will have its upper bound, we can se-
lect the minimum bound among them. Let us combine all
the neighbors that satisfy inequality (18) into a risky set,
denoted as

N̂i[sℓ]=
{
j∈Ni[sℓ]|sgn(ω̂i[sℓ]) · (

−−−−−−−−→
pi[sℓ],pj [sℓ]×

−−→
pihi[sℓ])>0

}
.

(28)
The following lemma is a natural extension of Lemma 3.1.
We omit the proof for brevity.

Lemma 3.3. Assume that the ith agent has multiple risky
neighbors j ∈ N̂i[sℓ] from Equation (28). If the rotation
angle of the ith agent is bounded by

ωi[sℓ] = min
{
ωij [sℓ], j ∈ N̂i[sℓ]

}
. (29)

where ωij [sℓ] is calculated according to Equation (23), then
connectivity of the ith agent with respect to these risky
neighbors can be guaranteed as long as they are no more
than Rs away from each other. ◦

3.2. Designing the upper bound of linear
velocity vi

After obtaining the upper bound of the angular ve-
locity ωi[sℓ], the ith sensor rotates its heading toward
θi[sℓ + 1]. Following the 3-step control design, the agent
will adjust its position to reach the desired coordinates
(xd

i [tℓ+1], y
d
i [tℓ+1]). In the subsequent discussion, we will
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delve into determining the upper limit for |vi|, the speed
of this agent, to guarantee connectivity. It is essential to
emphasize that the primary objective of this paper is to
formulate a fully distributed strategy for the continuous
maintenance of connectivity within the network.

As the focus is to ensure that each agent can see its
previous neighbors in the group, i.e. to satisfy the geomet-
rical constraint present in Equation (3) during maneuvers.
Note that Lemma 3.3 already guarantees inequality (22).
This indicates that the following relation holds

pj [sℓ + 2] ∈ Si[sℓ + 2]

as long as

dpi[sℓ+2]pj [sℓ+2] ≤ Rs.

This indicates the necessity of establishing an upper bound,
denoted as vi[sℓ+1], for |vi[sℓ + 1]| to prevent sensor i from
drifting too far away from its neighboring sensors. In or-
der to keep the distributed design, the strategy developed
in [20] is adapted.

Consider a pair of neighbors i, j steered by Equa-
tions (19) and (20), in order to satisfy the following distance
requirement

∥pj [sℓ + 2]− pi[sℓ + 2]∥ ≤ Rs, (30)

we can restrict the positions of them within an enclosing

circle with center
pj [sℓ]+pi[sℓ]

2 and radius Rs

2 . The follow-
ing deduction provides a supper bound on vij [sℓ + 1] to
guarantee pj [sℓ + 2] located in such a circle.

Once the angle rotation ωi[sℓ] is obtained, the ith

agent obtains the pose (xi[sℓ + 1], yi[sℓ + 1], θi[sℓ + 1]) =
(xi[sℓ], yi[sℓ], θi[sℓ + 1]). Then the angle between the head-

ing θi[sℓ +1] and the vector
−−−−−−−−→
pi[sℓ],pj [sℓ] can be calculated

by

βpipj [sℓ+1] = arccos


[
cos(θi[sℓ + 1])
sin(θi[sℓ + 1])

] [
xj [sℓ]− xi[sℓ]
yj [sℓ]− yi[sℓ]

]T
∥∥∥∥cos(θi[sℓ + 1])
sin(θi[sℓ + 1])

∥∥∥∥∥∥∥∥xj [sℓ]− xi[sℓ]
yj [sℓ]− yi[sℓ]

∥∥∥∥


(31)
Denoting dpi[sℓ]pj [sℓ] = ∥pj [sℓ]− pi[sℓ]∥, it leads to the fol-
lowing estimation of the upper bound:

vij [sℓ + 1] =
dpi[sℓ]pj [sℓ]

2
cos

(
βpipj

[sℓ + 1]
)

+

√(
Rs

2

)2

−
(
dpi[sℓ]pj [sℓ]

2
sin

(
βpipj [sℓ + 1]

))2

.

(32)

Similar to the analysis in [20], it can be calculated that
if the upper bound (32) is satisfied, the sensing distance
requirement (30) will be guaranteed for agent i and j.

When the ith sensor has multiple neighbors j ∈ Ni[sℓ+
1], its size of the step should be bounded by

vi[sℓ + 1] = min {vij [sℓ + 1], j ∈ Ni[sℓ + 1]} (33)

in order to keep connectivity.

The following lemma shows that if the upper bound in
Equation (33) is satisfied, then the inequality (30) holds.

Lemma 3.4. Assume that the ith agent has multiple neigh-
bors j ∈ Ni[sℓ] in the MAS. If its size of the step is bounded
by Equation (33), then the distances with its neighbors sat-
isfies inequality (30). ◦

Sketch of Proof:
Following a similar analytical approach as outlined

in [20], it can be shown that if the upper bound condition
in Equation (32) is met, it guarantees the fulfillment of the
sensing distance requirement in inequality (30) between the
ith agent and the jth agent.

In line with this, the upper bound condition in Equa-
tion (32) ensures that the sensing distance requirement in
inequality (30) is maintained between the ith agent and
the jth agent. Additionally, the minimum value within a
group of neighbors, represented by Equation (33), ensures
the satisfaction of the sensing distance requirement in in-
equality (30) for the ith agent with respect to its all neigh-
bors.

3.3. A Geometry-Based Distributed
Algorithm for Connectivity
Maintenance

In the context of a multi-agent system where each agent
has limited and directional sensing capabilities, we con-
sider the visual communication topology associated with
(x[sℓ],y[sℓ], θ[sℓ]) as an undirected graph. This graph is
considered connected if G[sℓ] ∈ Gc.

Algorithm 3.5.

Initial (xi[sℓ], yi[sℓ], θi[sℓ]) =
(
xd
i [tℓ], y

d
i [tℓ], θ

d
i [tℓ]

)
.

Reset Ci,ℓ,ℓ+1 = 0.
while (xi[sℓ], yi[sℓ]) ̸=

(
xd
i [tℓ+1], y

d
i [tℓ+1]

)
do

S1: Initial ω̂i[sℓ] from Equation (16);

ωi[sℓ] = sgn(ω̂i[sℓ])min {|ω̂i[sℓ]|, ωmax, ωi[sℓ]} (34)

Rotate the heading to θi[sℓ + 1] = θi[sℓ] + ωi[sℓ].
S2: Initial v̂i[sℓ + 1] = ∥pi[sℓ + 1]− pi[sℓ]∥;

vi[sℓ + 1] = min {v̂i[sℓ + 1], vmax, vi[sℓ + 1]} ; (35)

Move to (xi[sℓ + 2], yi[sℓ + 2]) with Equa-
tion (20).

Set zi[sℓ]← [xi[sℓ + 2], yi[sℓ + 2], θi[sℓ + 2]]
T
.

Set Ci,ℓ,ℓ+1 ← Ci,ℓ,ℓ+1 + 2.
end while
S3: Rotate the heading to θdi [tℓ+1] from θi[sℓ].

In this section, we extend the fundamental concept of
the three-step motion outlined in Subsection 2.3 to devise
a distributed control strategy for MAS. Specifically, we for-
mulate a distributed algorithm for preserving connectivity
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within the network, ensuring that each sensor’s control vari-
ables, ωi[sℓ] and vi[sℓ + 1], remain constrained below their
respective upper bounds.

Our main result summaries the effectiveness of the pro-
posed algorithm by combining Lemma 3.1 to Lemma 3.4.

Theorem 3.6. Consider a sensor network with desired se-

quence of position and headings
{(

xd[tℓ],y
d[tℓ],θ

d[tℓ]
)}

ℓ=1,2,...
.

Assume that Assumptions 2.2 and 2.4 hold. More-
over, it is assumed that G (xi[1], yi[1], θi[1]) ∈ Gc.
Then Algorithm 3.5 could generate a sub-sequence
{(xi[sℓ], yi[sℓ], θi[sℓ])}sℓ=1,2,... such that for each sℓ =

1, 2, . . ., the control objective defined in Equation (15)
is achieved.

Proof: The upper bounds ωi[sℓ] and vi[sℓ + 1] used
in Algorithm 3.5 can guarantee the conditions in inequali-
ties (22) and (30) from Lemmas 3.1-3.4. According to the
definition of the constraint in Equation (3), the following
results hold

pj [sℓ + 1] ∈ Si[sℓ + 1]

pj [sℓ + 2] ∈ Si[sℓ + 2],

for each neighbor of the ith agent. Therefore, the gen-
erated sub-sequence {(xi[sℓ], yi[sℓ], θi[sℓ])}sℓ=1,2,... satisfies

the Equation (15) as long as G (xi[1], yi[1], θi[1]) ∈ Gc.

Remark 3.7. Algorithm 3.5 generates a sub-sequence
{(xi[sℓ], yi[sℓ], θi[sℓ])}sℓ=1,2,... while preserving all the con-

nections in G ([1]) ∈ Gc. It’s worth noting that in certain co-
operative scenarios, preserving all edges is neither a neces-
sary nor an optimal approach for maintaining connectivity.
If a spanning subgraph Gs = (V, Es) ∈ Gc with Es ⊆ E [1]
can be obtained from G ([1]) ∈ Gc, Algorithm 3.5 is still ap-
plicable to this subgraph Gs for connectivity preservation.
Such a technique can provide agents with greater degrees of
freedom, enabling them to enhance their cooperative per-
formance with a less restrictive condition. ◦

4. Simulation Results for a Coverage Task

To illustrate the versatility of the proposed algorithm, we
have chosen the distributed coverage problem in MAS as an
application example. Notably, communication among the
agents is exclusively facilitated through cameras, with a
crucial requirement of maintaining connectivity at all times

In order to describe the performance of region coverage
for a sensor network, a cost function f (zi,q) is used to ex-
press the sensing performance of the ith sensor concerning
a target point q in the specified area.

In this work, the following cost function of the ith sen-
sor is proposed in [21]:

f (zi,q) = e−
√

(qx−xi)
2+(qy−yi)

2

D Ŝi(q), (36)

where D is a positive user-defined parameter. The notion
of 1

D always indicating the decaying rate of sensing perfor-

mance (see [21, Remark 2] about how to choose this pa-

rameter D). Here, Ŝi(q) is employed to represent whether
the target point is located in the sensing range Si of the i

th

sensor. {
Ŝi(q) = 1,q ∈ Si

Ŝi(q) = 0,q /∈ Si
, (37)

where Si comes from Equation (3). The sensing perfor-
mance of all sensors in a specified area A is denoted by

J(z) =
∑
q∈A

max {f(zi,q) | i ∈ V} , (38)

where z is the group state of all sensors.

Fig. 4. The initial configuration of five agents and the corre-
sponding topology. (a) the initial poses of five agents and their
respective sensing regions (b) the initial topology G[1] (c) the
spanning subgraph Gs of the initial topology.

The partial derivatives of J with respect to sensors’
pose has already been obtained in [21]. They are used in
the gradient-descent algorithm in Equation (12) developed
in this paper, coverage performance is thus optimized with
preserved connectivity in a completed distributed manner.
It is worth noting that in [21], visual geometry constraints
were addressed in a centralized manner for continuous-time
UGVs, necessitating the computation of constraint satisfac-
tion for the entire group. In contrast, our work is centered
on discrete-time UGV dynamics, employing a decentral-
ized approach to ensure compliance with these geometry
constraints.
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Fig. 5. Steered by Algorithm 3.5, the sensors are gradually deployed in the objective area in a distributed manner. (a) the 10th

sampling step (b) the 30th sampling step (c) the 70th sampling step (d) the 210th sampling step.

In order to illustrate the effectiveness of the proposed
control algorithm, a simulation example with five direc-
tional sensors is shown. The given area A is set as a
50m×50m area. The five sensors are then deployed in the
initial positions depicted as in Figure 4(a). The visual sens-
ing radius of each sensor is set as 10m. The blind angle α is
set as π

2 . Combining the sensing radius and blind angle, the
sensing region of each sensor is represented by the sector
centered at its current position. Dependent on the condition
mentioned above, the initial topology G[1] = (V, E [1]) ∈ Gc

is obtained as shown in Figure 4(b). In order to release
more mobility for each agent while connectivity preserva-
tion is imposed, a distributed method proposed in [22] is
adopted to achieve a connected subgraph of G[1], denoted
by Gs = (V, Es) with Es ⊂ E and Gs ∈ Gc, as described
by Figure 4(c). Note that all the edges in Es are preserved
during all maneuvers. The parameterD of the cost function
as in [21] is set as 10. The threshold values of the motion
capability are given by vmax = 1m and ωmax = 0.01 rad.

Steered by Algorithm 3.5 proposed above, each sen-
sor reorients its movement towards the uncovered area as
shown in Figure 5. The network is gradually spread out to
pursue a better coverage performance. During the maneu-
vers, all the connections in Gs are preserved, which guar-
antees connectivity of the group all the time. The cover-
age performance of the steered system evolving with iter-

ations is described in Figure 6. It rapidly increases within
the first two hundred sampling steps, and keeps stable af-
ter that time. One can find from Figure 5(d) that at the
210th sampling instant, almost all the sensors reach the
boundaries of their neighbors’ sensing regions, indicating
that Algorithm 3.5 well supports the optimization of cov-
erage performance under the precondition of connectivity
maintenance.

Fig. 6. Evolution of coverage performance.
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5. Experimental Validation

An experiment was designed to validate the connection
maintenance among the robots with directional sensors.
The robots used in this experiment are the DJI Robo-
Master AI robots (DJI, China), as shown in Figure 7.
They are slightly different in size: the two identical ones
(2019 version) are of size 605 × 430 × 450 mm (length
width height) and the bigger one (2018 version) is of size
595×455×483 mm. The robots have Mecanum wheels in an
X-configuration for their movement. Although the robots
appear to be different, they share the same robot dynamics
and sensing capability, and thus can be treated as a homo-
geneous multi-robot system in this experiment. Note that
the robots are programmed to emulate the behavior of a
differential drive with their Mecanum wheels.

The robots are equipped with a wide-angle camera sys-
tem with a FoV of 270◦. The camera system is composed
of three cameras — an SVPRO fisheye camera with a 160◦

FoV in the front, and FIT0701 cameras with a 57.7◦ FoV
on each side. Note that there are some overlaps between the
FoV of the cameras to reduce blind spots near the robot.

The embedded system of the robots is controlled by an
STM32f04 microcontroller, which is connected to a Jetson
Xavier (Nvidia Corporation, CA) through a UART port.
The chassis velocity control is running at 500Hz.

A camera-based motion capture system – the Opti-
Track (Tracklab, Australia), is used to provide the ground
truth of the robot poses with the RMS error of 0.2mm at an
120Hz sampling rate. This measurement is used to validate
connection maintenance and to provide feedback informa-
tion to the coverage controller during the experiment.

Fig. 7. Experiment platform.

Given that the computer vision algorithm isn’t the pri-
mary focus of this work, the experiment operates under the
assumption of a flawless computer vision system when in-
tegrated into the robot. Specifically, soon as a robot comes
into the FoV of another robot, the OptiTrack provides the
accurate relative position and heading of the detected robot
to the observer robot’s coverage controller.

The coverage controller, introduced in Algorithm 3.5,
is implemented under the framework of the Robot Operat-
ing System (ROS), distribution Noetic. The coverage con-
troller runs asynchronously in each robot at 20Hz.

In the implemented coverage controller, the parame-
ters related to the robot’s dynamics, v̂i and ω̂i, are set to

one third of vmax = 2.5×10−2m and ωmax = 5.0×10−2rad
so that the actual velocities of the robots never exceed vmax

and ωmax to make sure Equation (27) stands. That is, v̂i =
vmax/3 = 8.33×10−3m and ω̂i = ωmax/3 = 1.67×10−2rad.
This sets the limit of linear and angular velocity to 0.5m/s
and 1.0rad/s respectively when considering the control fre-
quency of 20Hz.

5.1. Experiment Protocol

This experiment is conducted in an area of size 3.0× 3.0m.
There are 4900 interest points, which are uniformly dis-
tributed in the area (70 rows and 70 columns of interest
points). Without any loss of generality, the starting poses
of the robots are arranged in a way that they form a con-
nected graph. Given the size of the experiment area, the
sensing radius is set to be 2m.

The experiment is carried out with four different initial
configurations, as illustrated in Figure 8, where the mark-
ers with faded colors indicate the starting positions of the
robots. The first two cases (c1 and c2) serve to illustrate
the effectiveness of our primary result (Theorem 3.6) under
various initial conditions. It’s important to emphasize that
our result offers sufficient conditions. Case 3 (c3) demon-
strates that even when these conditions are not met, there
is still a possibility to ensure connectivity. Our future re-
search will concentrate on exploring methods to relax these
conditions. In addition, a special case sc is also presented to
demonstrate the performance when the robot are chained
up at the edge of each other’s FoV.

c1 : Every robot is facing the other robots, the graph is
strongly connected. (Figure 8 (a))

c2 : All the robots are facing the same direction and po-
sition of the robots form a line. The graph is strongly
connected. (Figure 8 (b))

c3 : Robot black can see robot blue and red, and vice
versa; but robot blue and robot red cannot see each
other. (Figure 8 (c))

sc : The directions of the robots chain up, as a robot faces
the rear of another robot. The graph is strongly con-
nected. (Figure 8 (d))

The coverage performance of the multi-robot system
is measured by Equation (36), with the parameter D set as
1. The evolution of the coverage performance over time of
each configuration is shown to demonstrate the effective-
ness of the control law.

5.2. Results and Discussion

The results of the experiment are presented by showing
the variation of coverage score during experiment along-
side with the starting and end poses of the robots in each
configuration. Poses marked by faded colors are the starting
poses and poses of solid colors are the ending.

Note that the robots are deliberately held still for 1.5
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Fig. 8. Initial conditions: (a) Configuration c1, (b) Configuration c2, (c) Configuration c3, (d) Configuration sc.

seconds to clearly show the coverage score at the start of
each experiment.

As shown in Figure 9-11(a), the coverage controller
successfully improves coverage score by around 20% with
c1 through c3. These three configurations converge to an
optimal coverage with the guaranteed connectivity among
three robots. This demonstrates the effectiveness of our al-
gorithm.
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Fig. 9. Results of c1: (a) Evolution of coverage performance,
(b) Start and end poses, as well as trajectory of of robots.

0 5 10 15

Time (s)

680

710

740

770

800

830

860

890

C
o
v
e
ra

g
e
 S

c
o
re

(a)

-2 -1 0 1 2

x (m)

-2

-1

0

1

2

y
 (

m
)

(b)

Fig. 10. Results of c2: (a) Evolution of coverage performance,
(b) Start and end poses, as well as trajectory of robots.

0 5 10 15

Time (s)

780

810

840

870

900

930

960

990

C
o
v
e
ra

g
e
 S

c
o
re

(a)

-2 -1 0 1 2

x (m)

-2

-1

0

1

2

y
 (

m
)

(b)

Fig. 11. Results of c3: (a) Evolution of coverage performance,
(b) Start and end poses, as well as trajectory of robots.

It is interesting to notice, c3 is a relatively general case
as the graph is not strongly connected, indicating our re-
sults only provide sufficient conditions.

As shown in Figure 12(a), sc behaves very differently
from the other three, being the only one decreasing cover-
age score along time. For most time during the experiment
in this case, the robots are moving along spiral trajectories
as shown in Figure 12(b), but the movements are in a jerky
manner. The reason is that, because of the blind angle of
the robots, there is always a robot near the edge of the FoV
of another robot, the second robot is always trying to keep
the first robot in its sight by turning inwards the form of the
three robots. Additionally, the coverage controllers on the
robots operate asynchronously. When one robot advances,
the others must wait for their subsequent step to follow
that movement. Conversely, as these robots move, the ini-
tial robot also adjusts its pose to match theirs. This inter-
play leads the entire group to incrementally progress along
the spiral trajectory, gradually approaching towards each
other, which subsequently diminishes the coverage perfor-
mance. Note that the robots in sc do not converge to the
end poses shown in Figure 12(b), they are stopped manu-
ally during the experiment to prevent collision as the con-
trol law does not offer such functionality.
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Fig. 12. Results of sc: (a) Evolution of coverage performance, (b) Start and end poses, as well as trajectory of robots.

The results shows the effectiveness of this work in
terms of maintaining connectivity and improving sensing
performance.

A video of the experiment is published with this paper
and can be found online via the linka.

6. Conclusions

The research focuses on a specific category of multi-agent
systems (MASs) where cameras serve as the sole means
of communication and each agent’s dynamics can be ef-
fectively modeled as a discrete-time unicycle. Due to the
geometric constraints associated with visual sensors, this
paper introduces a distributed algorithm designed to guar-
antee that each agent within the MAS can see any other
agent. The proposed algorithm, based on a three-step con-
trol strategy, is adept at determining the upper bounds for
angular velocity and linear velocity, offering sufficient con-
ditions to ensure group connectivity. The efficacy of this
approach is validated through both simulations and real-
world experiments, showing its practical applicability.
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