Partial Differential Equations
MAST90133

Volker Schlue
University of Melbourne

Semester 2, 2021
(version: November 23, 2023)






Contents

Preface

I. Introduction

2. Wave and heat equations: a first look
2.1. One-dimensional wave equation . . . . . . . . . .. .. ... ... ... ..
2.2. Heat equation . . . . . . . . . . . ..
Problems . . . . ...

Digression: Convolutions
2.1. Convolutions . . . . . . . . . . . . e e
2.2. Good Kernels . . . . . . . . . .. e
2.3. Convergence of Fourier series . . . . . . . . .. .. ... ... ...,
Supplementary Problems . . . . . .. .. ... ...

3. Dirichlet’s problem on the disc
3.1. Dirichlet’s problem on the unit disc . . . . . .. . ... ... ... .....
3.2. Heat equation on the circle . . . . . .. .. ... ... ... .. ......
Problems . . . . . ...

Il. Quasi-linear equations in two variables

4. First order equations: Cauchy problem and characteristics
4.1. Quasi-linear equations . . . . . . . . .. ... e
4.2. Example of an initial value problem . . . . ... ... ... ... .....
4.3. Cauchy problem . . . . . ... ..
Problems . . . . . ..

5. Second order equations: three types of equations
5.1. Characteristics for quasi-linear second order equations . . . ... ... ..
5.2. Linear second order equations . . . . . . . . . .. ... ...
5.3. Tricomi equation . . . . . . . . . . . ...
Problems . . . . . ... e

11
11
13
14

17
18
18
20
20

21
21
24
24

27

29
29
31
33
35



Lecture 0

l1l. Linear PDE and Fourier Analysis

Review: The Fourier Transform on R
6.1. Schwartz space . . .. .. ... ... .....
6.2. Fourier Inversion . . ... ... ... .....
6.3. Plancherel’s formula, . . . ... ... ... ..
Supplementary Problems . . ... ... ......

6. Heat equation
6.1. Time-dependent heat equation on the real line

6.2. The steady-state heat equation in the upper half plane . . . . . . . . . ..

Problems . . . . . . ...

Review: The Fourier transform on R?
Problems . . ... .. .. ... ...

7. The wave equation on R% x R
7.1. Fourier representation formula . . . .. ...
7.2. Spherical means and Huygens principle . . . .
7.3. Method of descent . . . . ... ... .....
7.4. Further comments . . ... ... ... ....
Problems . ... ... ... ... ...

Decay in time using Fourier representation
Duhamel’s principle

8. The Radon transform and its applications
Problems . . ... ... ... .. ... .. ...
Supplementary Problem . . . ... .. .. .....

IV. Hilbert spaces and Weak Solutions

Review: The Hilbert space L.?(R%)
9.1. Thespace L2(RY) . . . . ... ... ... ...
9.2. Hilbert spaces . . . . . ... ... .. .....
9.2.1. Orthogonality . . . . . ... ... ...
9.2.2. Unitary mappings . .. ... ... ..
9.2.3. Supplement: Fourier series . . . . . . .
Problems . ... ... ... ... ...
Supplement: Approximation to the identity . . . .

Review: Linear subspaces and maps
9.1. Closed subspaces and orthogonal projections

45

47
47
48
50
o1

53
53
54
57

59
61

63
63
65
66
67
68

71
73

75
77
78

79

81
81
82
83
84
86
86
87

89



MAST90133

9.2. Linear transformations . . . . . . . . . ... e
Problems . . . . . e

9. Riesz representation theorem and adjoints
9.1. Linear functionals . . . . . . . . . . . .. ... ... ..
9.2. Adjoints . . . . . ... e
9.3. Extensions and completions . . . . . ... ... L.
9.3.1. Pre-Hilbert spaces . . . . .. .. .. . . .. .. ... ...
9.3.2. Extensions . . . . . . . . . ..
9.3.3. Fourier transformon L% . . . . .. ... ... ... ... .. ...
Problems . . . . . .. e

10. Constant coefficient partial differential equations
10.1. Weak solutions . . . . . . . . . . ...
10.2. Existence of weak solutions . . . . . .. ... ... ... ... ... ..
10.2.1. Comments on the proof of Proposition 10.3 . . . . . . . .. .. ..
Supplement: Mollification . . . . . . . .. ... oo
Supplementary Problems . . . . . .. . ... ...

11. Dirichlet’s problem

12.Harmonic functions
Problems . . . . . .. e

13. Dirichlet’s problem in two dimensions: boundary regularity
13.1. Boundary regularity and main theorem in two dimensions . . . . . . . ..
13.2. Proof of Proposition 13.3 . . . . . . . .. . ... ... ..
Supplement: Extension principle . . . . . ... .. . o000

14.Sobolev spaces in R?
Problems . . . . ...

Additional: Sobolev spaces on bounded domains

15. Local regularity for elliptic equations
Problems . . . . . ...

16. Existence of solutions to Dirichlet’s problem for elliptic operators in Sobolev
spaces

107

111
115

117
119
120
122

123
127

129

133
138

139






Preface

I have written these lecture notes as an introduction to partial differential equations,
which I taught in 2021, and 2023, in the Master of Science course at the University of
Melbourne.

This class is mostly compiled from selected chapters of the Princeton Lectures in
Analysis, by Elias Stein and Rami Shakarchi, as well as from selected chapter of Fritz
John’s book on PDEs. The student will encounter here more Fourier analysis than in
other introductions, certainly compared to my first encounter with the subject, but it
won’t hurt, and it offers an easy connection point to typical third years classes.

The class can be taught over 12 weeks, assignments were written separately and are
not included here. — VS, Melbourne, November 2023.






Part |I.

Introduction






Lecture 2.

Wave and heat equations: a first look

Further Reading

(Stein and Shakarchi, Fourier analysis, Chapter 1, Section 1, 2), and (John, Partial
differential equations, Chapter 2, Section 4)

2.1. One-dimensional wave equation

Many of you will have encountered the one-dimensional wave equation, as it arises for
example in the descriptions of a vibrating string. As a graph y = u(t,x) over the x-axis,

the height function satisfies , )
10 _ O (2.1)
2 ot?  Ox?
where c is the speed by which a vibration can travel in the string.
It is easy to see that the traveling waves u(t,z) = f(z + ct), and u(t,x) = f(z — ct)
are solutions for any twice differentiable function f. In fact, let us show that we can

always find twice differentiable functions f, and g such that
u(t,z) = f(x+ct)+ gz —ct). (2.2)
To see this we introduce new variables
E=x+ct n=x—ct (2.3)
then the new unknown v(&,n) = u((§ —n)/2¢, (§ +n)/2) satisfies

0%v B
ocon

0. (2.4)

We can integrate this relation twice to find v = f(§) + g(n) for some functions f, and g.

Remark 2.1. The formula (2.2) can interpreted as the statement that the general solution
to (2.1) is a superposition of a solution vy = f(x + ct) solving dyv — cOyv = 0 and
a solution v_ = f(xz — ct) solving dyv + cd,v = 0. These are examples for first-order
equations that we will study in Lecture 4.

11



Lecture 2

Moreover these functions are uniquely determined from the initial conditions
u(0,x) = up(z) (0, ) = ui(z) . (2.5)

Since u(0,z) = f(z) + g(x) = up(x), and du(0,z) = cf’(x) — cg’(x) = uy(x), it follows
after differentiating the first relation, and adding it to the second that

2¢f'(z) = cugy(x) + up () (2.6)
and similarly after subtracting,
2cq’ (z) = cuf(x) — uy(z) (2.7)

and hence there are constants C'1, and C5 so that

£@) = [ + 5 [ur)as] + 23
and
@) = 3[u0@) - ¢ [Tumay] +C: (2.9

Since f + g = uy it follows that C7 + Cy = 0, and therefore the solution to (2.1) is given
in terms of the initial conditions by the formula:

1 1 x+ct
u(t,r) = 5 [uo(x + ct) + up(x — ct)} + 2—/ uy (y)dy (2.10)
CJx—ct
This formula is known as d’Alembert’s formula.

We see from this formula that u(t,z) is determined uniquely by the values of the
initial data on the interval [z — ct,x + ct] whose end points are the points of intersection
of the characteristics through (¢,x) with the z-axis. This interval is the domain of
dependence for the solution u at the point (¢,x); see Fig. 2.1 and compare to the
discussion in Lecture 4. Conversely, the values of the initial data at (0, () can influence
the solution w only at point (¢, ) that lie in the “forward cone” with vertex at (0, ),
namely with xg — ¢t < z < 29 + ct; see Figure 2.1.

Another idea to represent the solution — which is familiar from courses in physics,
but also reappears in the modern theory of partial differential equations — is the
idea that it might be possible to separate variables and write the solution in the form
u(t,x) = o(z)1p(t). This leads very quickly to the system

() = Mp(t) =0 (2.11a)
¢"(x) = Ap(z) =0 (2.11Db)

where A is a constant. Now taking A < 0 and considering the case when the string is
attached at x = 0 and z = 7, namely imposing the conditions ¢(0) = ¢(7) = 0, one finds
that for A = —m?, where m is an integer the solution

tn(t,2) = (@, cos(mt) + by, sin(mt) ) sin(ma) (2.12)

12
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I+

N ({")Q )

é .
Y-k %o X+ Ct

Figure 2.1.: Domain of dependence and domain of influence for the one-dimensional wave
equation.

for some constants a,,, b,,. These solutions are called harmonics (they correspond to
the overtones of say a violin string), and the higher m the higher the frequency of the
standing wave. In view of the linearity of the equation, the question is if any solution
could written as a superposition of these harmonics. If so we would have in particular
at t = 0 that

[e.9]

Z am sin(mz) = ug(z) . (2.13)

m=1

The question for which functions ug — with u(0) = ug(7) = 0 — one can find constants
am, such that this identity holds is the starting point of Fourier Analysis.

2.2. Heat equation

Another familiar equation is the time-dependent heat equation, arising for example as a
model for the temperature distribution u(¢, x,y) on a metal plate:

ou  O%*u @

E = w + 6y2 (2.14)

In thermal equilibrium when du/0t = 0, the temperature distributions satisfies the
steady-state heat equation:
Au=0 (2.15)

where A = 8‘9722 + 68—;2 is the Laplacian on R2.

13



Lecture 2

Consider the unit disc in the plane
D={(z,y) €eR?:2* +9* <1} (2.16)

whose boundary is the unit circle C. The problem of finding a solution to (2.15) with
prescribed boundary condition u = f on C is called the Dirichlet problem (on the
unit disc).

Since the boundary condition is most easily expressed in polar coordinates (r,0), it is
convenient to note that in the plane

92 10 1 0
~o2 rar T Zoe
Now if we pursue the idea to seperate variables, namely an ansatz of the form u(¢, z,y) =
F(r)G(0), then we find

(2.17)

r2F"(r) + rF'(r) _G"(0)

F(r) -G

Since each side depends on a different variable, they must both be constant, say equal to
A. We get on one hand G”(60) + AG(#) = 0 which is solved by the 2m-periodic function
G(0) = Ae™? 4 Be=" provided A = m? and m is an integer. On the other hand we get

(2.18)

r2F"(r) + rF'(r) — m*F(r) = 0 (2.19)

which has the simple solutions F(r) = r™, and F(r) = r~" for m # 0, and F(r) =1,
and F(r) = log(r) in the case m = 0. Since the solutions 7~™l and log(r) are unbounded
we dismiss them and we are left with the special solutions:

U (r,0) = 7M™ (m e 7) (2.20)

In view of the linearity of (2.15) one may ask if a general solution can be obtained as
the superposition:

u(r,0) = Z g™l (2.21)
meZ
If this were true, then we would have in particular

u(1,0) = i ame™ = £(0). (2.22)

m=—0o0

The question for which functions f on [0,27] with f(0) = f(2x) it is possible to find
coeflicients a,, so that this holds is answered by Fourier Analysis.

Problems

1. Let up and w; in (2.5) have compact support. Show that the solution wu(¢,x) of
(2.1) has compact support in x for each ¢t. Show that the functions f, and g in (2.2)
can have compact support only when

/OO ui(x)dz =0. (2.23)

—0o0

14
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2. Solve

U — Uiy = 22 (t>0) (2.24)
u(0,2) =z ut(0,2) =0. (2.25)

Hint: First find a special time-independent solution of the PDE.
3. Verify (2.17), and also show that

ou 2

|7 ou 2 1,0u,.
ox

ou 2 du +7|7
or r2' 90

3y (2.26)

+|

4. Show that if m € N the only solutions of the differential equation (2.18) which are
twice differentiable when r > 0 are those indicated above.

Hint: If F solves (2.18) then write F'(r) = g(r)r™, and find the equation satisfied
by g, and conclude that rg’ + 2mg is constant.

15






Digression: Convolutions

Further Reading

(Stein and Shakarchi, Fourier analysis, Chapter 2, Section 1, 3, 4).

In the previous Lecture we have arrived at the question if any “reasonable” function f
on [—m,m| can be expressed as a Fourier series

flx) = Z ane™® . (2.1)

n=—0oo

(We also call functions on [—m, 7], and 27 periodic functions on R, functions on the
circle.)
Since

1 (7 . ) 0 if
/ e”memxdx:{ ifn #m (2.2)

o 1 ifn=m

we can expect that
1 (7 w
=5 [ f(@)e M da (2.3)

The number a,, thus defined is called the n‘* Fourier coefficient of f.
When considering the question of convergence of the Fourier series we are naturally
lead to the partial sums

N
Sn()(@) =Y ape™ (2.4)
n=—N

which are trigonometric polynomials of order N, and the question of convergence can be
phrased in terms of convergence of Sy(f) to f as N — oo.
Since

1 N
Sv(N@) =5 [ £ X e )dy = (D) (a) (2.5)

2 J_x N

where we have inserted the defintion (2.3) into the expression (2.4) and interchanged
sum and integral, we see that the partial sums Sy can be written as a convolution of f
with the Dirichlet kernel

Dy(z)= > ™. (2.6)

17



Lecture 2

Similarly we will see that the series that we have encountered in the discussion of the
steady state heat equation on the disc can be written as a convolution with the Poisson

kernel -

P(O)= Y rlrlem? (2.7)

n=—0oo

2.1. Convolutions

Given two 2m-periodic integrable functions f and g on R their convolution on [—7, 7]
is defined by

(F9)@) =5 [ fwla —y)dy (2.9

Remark 2.1. Loosely speaking, convolutions correspond to “weighted averages”. For
example if g = 1, then f x g is constant and equal to the average of f on [—7,].

Proposition 2.1. Suppose f and g are 2w periodic integrable functions on R. Then
1. fx(g+h)=f*xg+ fxh
2. (cf)xg=c(f*g)=fx*(cg)
3 fxg=gxf
4. (frg)xh=[fx(gxh)
5. f* g is continuous.

Remark 2.2. The last statement shows that the convolution f * g is more regular than
the functions f, and g, which are here merely assumed to be (Riemann) integrable.

A key observation in the context of Fourier analysis is that the Fourier coefficients of
f * g are the product of the Fourier coefficients of f and g, but we will not immediately
need that here.

2.2. Good Kernels

A family of kernels { K, (z)}>2; on the circle is said to be a family of good kernels if it
satisfies the following properties:

1. Foralln > 1,
1 ™

e Ky(x)dz =1 (2.9)

2. There exists M > 0 such that for all n > 1,

/7r |Kp(z)|de < M (2.10)

—T

18
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3. For every 6 > 0,
/ | Ky (z)|dz — 0 as n — oo (2.11)
0<|z|<m

These kernels are bounded functions which have unit mass, but they concentrate near
the origin as n — oo. They are also referred to as approximations to the identity
which is a terminology that comes from the following general result:

Theorem 2.2. Let {K,} be a family of good kernels, and f an integrable function on
the circle. Then

lim (f * K) () = f(2) (2.12)

n—o0

whenever f is continuous at x. If f is continuous everywhere, then the above limit is
uniform.

Remark 2.3. We have thought of convolutions as weighted averages. Here

(F Ko@) = o [ Fw =) Kaly)dy (213)

the weights K, concentrate its mass at y = 0 as n becomes large, until in the limit the
full mass is assigned at y = 0.

Proof. First note that by the first property of good kernels
1 ™
(f+ Kn)@) = 1) = o= [ Kalg) £ =)~ f@)]dy. (2.14)

Now if € > 0 and f is continuous at x, choose ¢ > 0 so that |y| < ¢ implies |f(z —y) —
f(z)] < e. Then

(o)~ s < o [ i) - sy
*ar [ L ) - F@)]ay

eM 2B
< +

kil Wl K,(y)|dy (2.15
<S5t K‘y'dﬂl n(y)|dy (2.15)

where | f(z)| < B is a bound for f. Thus by the third property of good kernels we can
choose N large enough, so that for all n > N

(f # Ka)(@) = f()| < Ce (2.16)

for some constant C' > 0 independent of n.

19



Lecture 2

2.3. Convergence of Fourier series

Returning to the question of convergence of Sy (f)(x) — f(x) one might be tempted to
think that the Dirichlet kernel is a good kernel, but unfortunately this is not the case. In
fact one can show that

/ |Dy(z)|dz > clog N as N — oo (2.17)

in violation of the second property. Nonetheless one immediately verfies that

1 ™

e Dy(xz)dz =1 (2.18)

and so the first property is actually verfied. The reason that the integral of the absolute
value is large, while the mean value of Dy is 1, is that Dy(x) oscillates rapidly as N
gets large. All this suggests that the pointwise convergence of Fourier series is a difficult
question, which we will not pursue further here.

However, we note that

1. If f is continuously differentiable then the Fourier series converges to f uniformly.

2. If f is merely integrable, then Sy (f) — f in the mean square sense, namely

1/ﬂ]SN(f)(6)—f(0)\2d9—>0 as N — 00 (2.19)

27 J_»

Supplementary Problems

1. Show that the Dirichlet kernel can be expressed in closed form as

Dy (x) = Sin((siz(—;/g/f)x)

(2.20)

Hint: Note that Dy = ziLV:O w™ + Z;i_N w" with w = € and sum up these
geometric progressions separately.

20



Lecture 3.

Dirichlet’s problem on the disc

Recommended Reading

(Stein and Shakarchi, Fourier analysis, Chapter 2, Section 5.4).

3.1. Dirichlet’s problem on the unit disc

Recall that in Lecture 2 we argued that the solution to Dirichlet’s problem on the unit
disc, namely the solution to Au = 0 in the unit disc with u = f on the boundary, should
be given by

o0

u(r,0) = Z anr™e™? (3.1)

n=—oo

where a,, are the Fourier coefficients of f. We will now show that this expression can be
written as the convolution of the Poisson kernel with f. Indeed, using the definition of
the Fourier coefficients,

e}

ur)= 3 (5 [T sl )

n=—oo

:% /_ " e 3 phrle=in(e=0)) (3.2)

n=—oo

- | feP0 - o)

where P,(0) is the Poisson kernel

o0

(o) = > rllem? (3.3)

n=—oo

Remark 3.1. Since f is integrable, |a,| is uniformly bounded in n, so the series (3.1)
converges absolutely and uniformly for each 0 < r < 1, which also justifies the interchange
of the sum and integral (3.2).

21



Lecture 3

Lemma 3.1. If0 <r <1, then

_ 1—r2
1 —2rcosf +r2

P.(0)

and {P,} is a family of good kernels on the circle as r — 1 from below.

Proof. We have
P(f)=> w'"+ > w" (3.5)
n=0 n=1

with w = re? and both series converge absolutely. The first sum equals 1/(1 — w), and
the second @w/(1 — @), so
1= |w 1—7r?

FP.(0) = = . .
(6) 1—w|? 1—2rcosf+ r? (36)

Now if 1/2 <r <1 and ¢ < |0| <, then
1—2rcosf+72=(1—7r)%42r(1 —cosf) >cs >0 (3.7)

where ¢5 > 0 is a constant that only depends on ¢. Thus in the range § < |0| <7

1—7r?
P (0)] < (3.8)
s
which implies the third property of good kernels:
/ IP(0)[d0 -0 asr—1. (3.9)
5<[|<m

Since P,(0) > 0 we can infer the second from the first property, which we derive using the
expression (3.3), and integrating term by term (which is justified by absolute convergence
the series):

1 s
— / P.(6)d0 = 1 (3.10)
21 J_x

O

It now follows immediately from Theorem 2.2 that the series (3.1) has the correct
values on the boundary at points of continuity, because in view of (3.2),

u(r,0) = (f = P.)(0) — f(0) asr — 1 (3.11)
at every point § € [—m, w| where f is continuous.

Theorem 3.2. Let f be an integrable function on the circle. Then u defined on the unit
disc by
u(r,0) = (f = P)(0) (3.12)

has the following properties:

22
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1. w is twice continuously differentiable on the unit disc and satisfies

Au=0. (3.13)

2. If f is continuous at 0, then

lim u(r,0) = f(0). (3.14)

r—1

If f is continuous everywhere, then this limit is uniform.

3. If f is continuous, then the unique solution to the Dirichlet problem, which is twice
differentiable on the unit disc and satisfies (3.13), and for which the limit (3.14) is
uniform, is given by (3.12).

Proof. Given an integrable function f, the Fourier coefficients a,, are defined and uni-
formly bounded, and in view of the calculation (3.2), the function u(r,0) = (P, * f)(0)
can be expressed as the series (3.1). Since this series is absolutely convergent it can be
differentiated term by term and Au = 0 can be verified using the expression (2.17) for the
Laplacian in polar coordinates. We have also seen that (3.14) follows from Theorem 2.2.

For the uniqueness statement note that given another solution u; with said properties,
the difference v = u — w1 solves Av = 0 with vanishing boundary data. Then in polar

coordinates
0%v 10w 1 9%

o “rar T r2oe
Moreover since v(r, ) is 2m-periodic in 6 for each 0 < r < 1, v(r, ) has a Fourier series
with coefficients a,(r). Multiplying the above equation by e~ ™% and integrating by parts

=0. (3.15)

L1 (™ 0% n?
%ﬁ . @6 do = —ﬁan(r) (316)

we obtain that a,(r) satisfies the differential equation satisfied by F(r) in (2.18),

an(r) + %a;(r) - %an(r) =0. (3.17)

We have seen (in the Problems for Lecture 2) that for n > 0 this has as its only bounded
solution a,(r) = A,r™. Since the limit of v is uniform,

™ s
Ay = lim ay(r) = % tim [ o(r8)e " = % /_ (£(6)~ £(6))- ¢ "ds =0 (3.1
and we conclude that a,(r) = 0 for n > 0. Similiarly for n < 0.

The uniqueness statement can thus be inferred from the following uniqueness result
for Fourier series:! If f is continuous on the circle and the Fourier coefficients a, = 0 for
alln € Z, then f =0.

O

!The proof of this result, which we will not discuss there, also uses a family of good kernels; cf. (Stein
and Shakarchi, Fourier analysis, Chapter 2, Section 2).

23



Lecture 3

3.2. Heat equation on the circle

We have now solved the steady state heat equation on the unit disc. Recall that this
problem arose in the study of the heat equation d;u = Awu to which we now return.
We could entertain for a moment the d = 1 dimensional case with periodic boundary
conditions, we would describe the heat flow on the circle:

9%u

o= Gg

(3.19)

The unknown u(6,t) is a 2w-periodic function in #, and could describe the evolution of
—inf

an initial temperature distribution u(0,0) = f(#). Multiplying the equation by e~""’,
and integrating by parts as above gives that

Oran(t) = —n2an(t) (3.20)

which has the unique solution a,(t) = a,(0)e™™"t, where a,(0) ought to be the Fourier
coefficients of f. This yields that

u(t,0) = an(t)e™ = (f « Hy)(9) (3.21)
where H; is the heat kernel on the circle

H0) = Y et (3.22)

n=—oo

Remark 3.2. There are several analogies to the Poisson kernel: For example if we set
r = e~ " in the Poisson kernel, for 0 < r < 1 with some 7 > 0, then P,(#) takes the form

P.(0) = i e~ Inlrgind (3.23)

n=—0oo

The heat kernel is also positive, and a good kernel. (Neither of these properties are obvious
from the the above expression.) However, unlike for the Poisson kernel, there does not
appear to be an elementary closed expression for the heat kernel.

We will pursue a similar strategy to derive a formula for the time-dependent heat
equation on the line, and in higher dimension, but to do that we will first have to recall
the basic properties of the Fourier transform.

Problems

1. We have seen that
tim (P, + /)(0) = /(6) (3.24)

24
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at points # where f is continuous. In this problem we study the behaviour at certain
points of discontinuity. An integrable function has a jump discontinuity at 6 if
the two limits

lim f(0+h) = f(0%),  lm f(0—h)=[(07), (3.25)
h;>0 h;)0

exist. Prove that if f has a jump discontinuity at 6, then

tim(P, « 1)(0) = LSO (3.26)
Hint: Explain why
1 [0 1 /7 1
o /_ P{0)d0 = 5 /0 PL(0)d0 = (3.27)

and then revisit the proof of (3.24).

25






Part II.

Quasi-linear equations in two
variables
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Lecture 4.

First order equations: Cauchy problem and
characteristics

Further Reading

(John, Partial differential equations, Chapter 1).

We begin with the simple equation
Ozt + cOyu = 0 (4.1)

for an unknown function u(z,y), where c is a constant.
We can view solutions of (4.1) as graphs in the plane whose level sets are straight lines:

%u(t,é tet)=0. (4.2)

Hence the value of u(t,z) only depends on &, which parametrizes the lines y = £ + cx on
which u is constant. The general form of the solution to (4.1) is thus:

u(z,y) = f(§) = fly —cx). (4.3)

Since f(y) = u(0,y) the solution is clearly determined everywhere from its values at
x = 0. For fixed z, the graph of y — u(z,y) is obtained by translating the graph of f,
without changing shape.

The idea to understand solutions of a partial differential equation by solving systems
of ordinary differential equations is productive in the context of general first-order
equations for a function u(x,y,---),

F(‘Taya"'vuuulwuy?’--):O' (44)

We will explore this approach in this lecture is the special case of quasi-linear first-order
equations, namely equations which are linear in the derivatives.

4.1. Quasi-linear equations

Consider the equation

a(z,y,u)0pu + b(z,y,u)yu = c(z,y,u) . (4.5)
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Figure 4.1.: The characteristic direction (a,b,c) is contained in the tangent plane to the
surface.

The graph of functions 2z = u(x,y) are surfaces in R3; solutions of (4.5) are also called
integral surfaces.

Geometrically, the equation (4.5) states that at every point on the graph of u, the
vector V' = (a, b, c) is orthogonal to the normal n = (9,u, Oyu, —1); cf. Fig 4.1:

a Oz
b || Ou [=v-n=0 (4.6)
—1

The curve y(t) = (x(t),y(t), 2(t)) which is defined as the solution to the ODE
V() =V (1), (4.7)

thus has the property that its tangent vector 5(¢) is tangent to the integral surface at
every point. In components,

d d d

diat: = a(z,y,2) d—’z =b(z,y,2) £ =c(x,y,2). (4.8)
Assuming that the functions a, b, ¢ are continuously differentiable we know from the basic
theory of ODEs that through each point passes exactly one curve. These curves are also

called characteristics.

Proposition 4.1. Let p = (9, 40, 20) be a point on the integral surface S = {(z,y, z) :
z=u(x,y)}. Let v: I — R? be a characteristic curve through p = ~(0). Then

Wt eS (tel).
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Proof. Let ~(t) = ((t),y(t), 2(t)) be the solution to the system of differential equations
(4.8) with initial conditions v(0) = p. We compute that

U(t) = 2(t) — u(z(t), y(t)) (4.9)
satisfies

EU(t) :C(.T, Y, Z) - a(m, Y, Z)awu(x7 y) - b(xv Y, z)ﬁyu(x, y)

dt
=c(z,y,U + u(z,y))
—a(z,y,U + u(z,y))0xu(z,y) — b(z,y, U + u(z,y))dyu(z,y)

(4.10)

This is a ordinary differential equation for U, with initial condition U(0) = 0. Moreover
U(t) = 0 is a solution because u satisfies (4.5). By uniqueness of solutions this is the only
solution, and hence z(t) = u(z(t), y(t)), which says that (¢) is contained in S. O

4.2. Example of an initial value problem
Consider the quasi-linear equation

Oru + udyu = 0. (4.11)

Interpretation. We can view (4.11) as the equation for a velocity field u of a continuum
of particles on the line which are not accelerated: If x(¢) is a solution to

dx
o (1) = ult z(1)) (4.12)

where u satisfies the equation (4.11), then

d%z

—7 () = duult, o(t)) + ult, () Duult, (1)) = 0. (4.13)

Here (t,z) are coordinates, and solutions z = u(t, z) are graphs over the tzx-plane. We
will see that the level sets of this graph are the trajectories of the particles, which are in
turn the projections of the characteristics to the tx plane.

The characteristic equations here are

dt dz dz

Here we can prescribe initial data, at
t=0: z = h(x), (4.15)

and the function A(z) should uniquely determine the corresponding solution u(t, z), so
that w(0,x) = h(x); see Fig. 4.2.
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2 A -
A (x)
\V ?x

Figure 4.2.: Initial value problem for (4.11).

We can find the characteristic curves emanating from the points (0, y, h(y)) by solving
the equations with the initial conditions ¢(0) = 0, z(0) =y, 2(0) = h(y). Hence

t=s z = h(y) z(s) =y+h(y)s. (4.16)
So the projection of the characteristic curves to the tx-plane is
x(t) =y + h(y)t (4.17)

along which v has the constant value u = h(y). They are precisely the unaccelerated
particle trajectories defined in (4.12).
We can write the solution u in implicit form, by finding the value of y for a given point

(t,x):
z=u(t,x) = h(y) = h(z — u(t,z)t). (4.18)

Note the similarity of the solution to (4.3).

Blow-up. Consider two characteristics

Y1 (t) = (tv xl@)) h(yl)) o Ty2 (t) = (ta $2(t)7 h(yQ)) ’ (4'19)

through the points (0,1, h(y1)), and (0, y2, h(y2), respectively. In the projection to the
tz-plane, these lines intersect if for some tg > 0,

y1 + h(y1)to = y2 + h(y2)to, (4.20)
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and that time is given by
Y1 — Y2
ty= —"+"7. (4.21)
h(y2) — h(y1)

If h is decreasing on an interval that contains (y1,v2), y1 < Y2, then such a time g > 0
always exists, and the solution u cannot be defined at the point (¢, z¢), zo = z1(tg) =
xa(to), because it would need to take both the values h(y1) and h(yz). A global in time
solution can only be defined in the case that the data h is a non-decreasing function.

We want to understand in which sense the solution becomes singular. Let h have
compact support, and consider consider the behaviour of 0,u along a characteristic ,.
First it follows from (4.18) that

Opu(t,z) = h'(x — u(t, z)t) (1 — Opul(t, z)t) (4.22)
and thus along ~,:
Ol (1) = 1 (4.23)

Hence for points y with A'(y) < 0, we find that
lim pu(yy(t)) =00 T(y) = mmE (4.24)

The smallest time T' = min, T'(y) for which this happens is where |h'(y)| has a maximum.
Therefore there cannot exist a continuously differentiable solution beyond the time T'.

4.3. Cauchy problem

For the general first order quasi-linear equation (4.5) in two variables there is of course
no preferred “time-variable” but the idea of generating solutions using families of charac-
teristic curves persists, and leads to the Cauchy problem.

Let I" be a differentiable curve in R3,

L:s— (f(s),g(s),h(s)). (4.25)

We want to find a solution w so that h(s) = u(f(s),g(s)); cf. Fig 4.3. Let P =
(f(s0),9(s0),h(s0)), and for each s let (X (s,t),Y (s,t),Z(s,t)) be the solution to the
system of ordinary differential equations

% =a(X,Y,Z)  X(s,0)= f(s) (4.26a)
% =b(X,Y,Z) Y (s,0) = g(s) (4.26b)
% —(X,Y.Z)  Z(s,0) = h(s) (4.26¢)
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2\ 4

Figure 4.3.: Cauchy problem for (4.5).

Then K : t — (X(s,t),Y(s,t),Z(s,t)) is a family of characteristic curves, and for
a,b,c € C! the map (s,t) — K,(t) is continuously differentiable in a neighbourhood of
(s0,0), by the local existence theory for ODEs. It remains to show that the surface

Y ={(z,y,2) 2 =X(s,t),y =Y(s,t),2 = Z(s,t),|s — so| +t < €} (4.27)

can be written as the graph z = u(x,y) of a function, which is then the solution to (4.5)
with the prescribed data on I'. This is possible if we can invert the map

(s,t) = (X(s,1),Y(s,1)) (4.28)
in a neighborhood of (sg, 0), for then we can write
z=u(z,y) = Z(5(x,y),T(z,y)) - (4.29)

By the implicit function theorem the inverse (z,y) — (S(z,y),T(x,y)) exists if
oxX oY
det( §% 5 ) (50,0) # 0 (4.30)
ot ot
which is a condition that reduces to

f'(s0)b(P) — g'(s0)a(P) # 0. (4.31)

The following observation helps us understand this condition geometrically.
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Lemma 4.2. If (4.31) fails, then I'(so) is colinear to V(P) = (a(P),b(P), c(P)).

In other words, the condition (4.30) is satisfied as long as I' is chosen to be a non-
characteristic curve.

Proof. If for a solution w this condition fails then at P,
f'(s0)b(P) — ¢'(s0)a(P) = 0. (4.32)
while along T,
B (s0) = f'(s0)us + ¢'(so)uy, c(P) = a(P)ug + b(P)uy, (4.33)

where u, and u, are evaluated at (f(so),g(s0)),

To show that the vectors (a, b, ¢)(P) and (f’, ¢, h')(so) are colinear, we can verify that
the cross product vanishes. The equation (4.32) states that the third component in the
cross product vanishes. For the other components, note that (4.33) implies that at P,

bh! —cg' =0, ah’ —cf' =0. (4.34)

O

Problems

1. Solve the following initial value problems.
a) Uy + uy = u? u(z,0) = h(x).

b) u, = zuu, u(z,0) =z
2. Show that the solution u of the quasi-linear PDE
Uy + a(u)uy =0 (4.35)
with initial condition u(z,0) = h(x) is given implicitly by
u=h(x—a(u)y). (4.36)

Show that the solution becomes singular for some positive y, unless a(h(s)) is a
nondecreasing function of s.
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Second order equations: three types of
equations

Further Reading

(John, Partial differential equations, Chapter 2).

5.1. Characteristics for quasi-linear second order equations
Consider the quasi-linear second-order PDE in two variables,
A Uzy + 2bUgy + CUyy = d (5.1)

where the coefficients a, b, ¢, d are allowed to depend on x,y, u, uz, uy.
As in the case of first-order equations, we would like to understand the Cauchy problem,
namely the problem of constructing solutions from a suitable prescription of “data”.
Given a curve y(t) = (f(t), g(t)) we may first prescribe the values of u along the curve:

u(y(t)) = h(t). (5.2)
Then also the derivative along the curve is fixed:
%u o (t) = I(t) = ua(v(t)) f'(t) + uy(v(£)g'(¢) (5.3)

In particular, the three functions

u(y(t)) = h(t)  u(7(t)) = o(t)  uy(7(t)) = ¥(t). (5.4)
are not independent. Geometrically, it is clear that the normal derivative is independent:

gZ(v(t)) = Vu(y(t)) - n(t) =k(t)  n() =(-g'(), f(t)). (5:5)

In other words, the functions h(t), and k(¢) may be freely prescribed. Then both partial
derivatives ug(v(t)) = ¢(t), and u, (y(t)) = ¥(t) can be computed along the curve ~.
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With the values of u along 7, and the first partial derivatives u, and u, prescribed
along v from data, we want to understand how the equation determines the second
derivatives.

Since u, and u, is now prescribed along -, we can derive the following conditions:

%uaz 0 Y(t) =ttae (())f' () + uay (v(t))g'(t) = &' (t) (5.6)
%uy 0 Y(t) =uye (Y1) f'(t) + uyy (v(t))g'(t) = 9'(¢) - (5.7)

Together with the equation (5.1), we then have three equations for the three unknowns
Ugg, Ugy, a0d uyy, which we can write as the system of equations:

f/ g/ 0 Ugy ¢/(t)
0 f, gl Ugy = wl(t) (5'8)
a 2b ¢ Uy d(v(t), h(t), d(t),¥(t))
Therefore all second derivatives of u along v are uniquely determined by h, ¢, 1, unless
fg 0
A=det| 0 f ¢ |=0. (5.9)
a 2b c

We say the curve ~ is characteristic if A = 0, and non-characteristic if A # 0
along . Note that

A(t) =a(g'(t)” =26 f'(1)g'(t) + e (f'(1))? (5.10)

where a,b,c = a,b, c(y(t), h(t), d(t),(t)), so A on v depends on the equation (5.1) and
the Cauchy data.

In fact, let us separate the dependence on the choice of the curve +, from the structure
of the equation. We can view (5.10) as the value of a quadratic form, or metric, on
directions tangential to the curve . For this purpose let the metric g be defined by

g=cdr®dr—bdr®dy—bdy®dr+ady®dy. (5.11)

2

If we rename the coordinates to x' = x, 22 = y, we can also express this as

2
i ; C *b
g= Y gyda'de’,  (955) = ( b ) (5.12)

a
ij=1

and as a quadratic from
2

gV, V)= > gy VIV, (5.13)
i,j=1

Therefore,

At) = g(v(),4(®), () = ( () ) : (5.14)
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Remark 5.1. Along a non-characteristic curve the Cauchy data determines uniquely
all second order partial derivatives. In fact, all higher order derivatives are determined
in that case; for differentiating (5.1) in x, and applying (5.3) to ug, and uy,, gives a
system of three equations which again can be solved for uszs, Uzye, and uy,, along v,
provided A # 0 and u and all its derivatives up to second order are known along . This
suggests that, at least locally, one should be able to obtain a solution to the Cauchy
problem by writing down a power series; this is made precise for analytic data by the
Cauchy-Kovalewski theorem.

The determinant A(¢) thus may only vanish if the quadratic form associated to g has
a non-trivial null space.

Definition 5.1. The characterisitic set associated to a solution u of (5.1) at a point
p = (x,y,u, ug, uy) is given by

Cp={V eR?: g,(V,V) =0,V #0} C T,R?. (5.15)

It clearly depends on the coefficient functions in (5.1), and the solution u, as to whether
this set is non-empty. More explicitly, for V' = (z,y), we have

g(V,V) = ca? — 2bzy + ay?, (5.16)
and so the relevant quantity here is the discrimenant of the quadratic:
det(g) = ac — b*. (5.17)
Definition 5.2. We say (5.1) is elliptic if det(g) > 0, parabolic if det(g) = 0, and
hyperbolic if det(g) < 0.

Note that for a quasi-linear equation this notion depends both on the point (x,y) and
the solution (u,u,,uy) at (z,y).

In the linear case, when a, b, and ¢ only depend on (x,y), we can view A =0 as an
ordinary differential equation for ~.
Ezercise 5.1. Show that C), is empty in the elliptic case, that C), is a line in the parabolic
case, and a cone in the hyperbolic case.

Definition 5.3. A characteristic curve associated to a solution u of (5.1) is a curve
v(t) € R? whose tangent vector is characteristic at every point on the curve,

oy (¥(1), 7)) = 0, p(t) = (v(8), u(v (1)), ua (Y(1)), uy (7(1)) - (5.18)

Ezercise 5.2. Write (5.18) as an ODE for ~(t) = (f(t),g(t)). Suppose f'(t) # 0 in a
neighborhood of a point 7(tp), and suppose (5.1) is either hypbolic, or parabolic in that
neighborhood. Reparametrize v so that f/(t) = 1, and verify that a characteristic curve
~(t) = (t,g(t)) is obtained by solving an ODE for g:

) = b+ Vb2 —ac

. (5.19)

where a, b, ¢ are functions of (z,y,u(z,y), uz(z,y), uy(z,y)).
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5.2. Linear second order equations
Consider the linear second-order equation

AUgy + 2bUgy + Clyy + 2duy, + 2euy + fu =0 (5.20)
with coefficients a, b, ¢, d, e, f depending only on (z,y).

We have seen that associated to (5.20) is the metric g given by (5.12). When (5.12) is
elliptic, or hyperbolic, then det g # 0, and the components of the inverse of g are

gl = (91)ij£i ® 8?5]" ((gfl)ij) — detl(g) ( Z i > , (5.21)

and we can write (5.20) in the form

()90 P, V) (5.22)
g Oxidzi ' ’ '
where F is linear in u, and the derivatives d,:u,i = 1,2. Here (2! = z,2% = y).

We now want to show that under a suitable change of variables

(z,y) = (§n) (5.23)

the equation can be brought into a certain normal form:
There exists a change of variables, so that (5.20) takes the form

Elliptic case:
8§5u + agnu = G(u, Ocu, Oyu), (5.24)
in other words, the principal part becomes the Laplacian in R?,

Hyperbolic case:

Ognu = G(u, Ocu, Oyu), (5.25)

in other words, the principal part becomes the d’Alembertian in R,

where G is linear in u and its first derivatives.
In general, for a locally invertible transformation,

Y = [zt 2?), a=1,2, (5.26)
we compute
af* o
83@ Z ox' Oy’ (5.27)

and hence in the new coordinates

_ 1 0f*0ft 0 0
1 _ 1\%j ~J _
g (g7) Oxt OxI Oy ® oyb’

(5.28)
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the components are
2 a b
1 _1yi OF Of
(07" =2 (675555 (5.29)

i.j=1

In the new coordinates the equation reads

0%u
—1\ab _
(g ) ayaayb -

G(u,Vu), (5.30)

for some function G linear in v and Vu.

Remark 5.2. The differential operator (g=1)¥ 8% is not coordinate invariant, but it is the
principle part of the Laplace-Beltrami operator associated to g,

10 7y 0
_ ij |
Agu Totg 00 (g det(g)@xj u) (5.31)

which can be expressed in any coordinates. The equation (5.30) is a statement about the
principal part of the equation, while all first order terms are absorbed in the right hand
side.

Ezxercise 5.3. Verify, that in different notation, this shows that for a locally invertible
coordinate transformation

§=¢(xy)  n=1vy), (5.32)
the equation (5.20) in the new coordinates (£, 7n) takes the form
A(&m)cu + 2B(&,1m)gyu+ C(€,m)pyu = F (5.33)
where
A(&,m) =a¢; + 2bdaty + o (5-34)
B(g, 77) =a¢z ), + b(¢x¢y + qubm) + C¢y¢y (5'35)
C(&,n) =a + 204y + ey (5.36)

and I is linear in the first derivatives d¢u, and 0, u.

Elliptic case. In this case want to achieve B = 0, which in view of (5.35) amounts to
requiring that the transformations ¢ and v solve

(5 ) (5 )% =0 5

which we can achieve by choosing V¢ to be orthogonal to the image of Vv with the
adjoint matrix, so for example

90 _ 1k 0P

—1
8$i_€lj(g ) Ok (5'38)
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where €12 = \/det g and ¢;; is antisymmetric. The integrability condition 8£y¢> = 8§w¢

then reads
200 )
32::1 Ot (9 "V det(g)@gb) =0. (5.39)

which means that the equation takes normal form provided the transformations satisfy
the Beltrami equation:

Ngd=0,  Agp=0. (5.40)

Hyperbolic case. Here the aim is to achieve that A = 0 and C = 0. Since the diagonal
components of (¢g71)%, a = 1,2, are of the form

2
—1N\ij of o a
oL = a2, (5.41)
ij=1

this can be arranged provided f®:a = 1,2 solve the eikonal equation

1.4 00 00
1\25 T
(g7) Ozt 07 0

(5.42)

Solutions are also called optical functions, and have following properties:

We will show next that the level sets of solutions to the eikonal equation are character-
istic curves. It is thus natural to call the the variables £ = ¢(z,y), and n = ¢ (x,y) for
which A = C' = 0 characteristic coordinates.

The vector V' with components

vis (gt 22 (5.43)

: O
J
is tangential to the level sets of ¢, because

V.-Vp=> V'ip=0. (5.44)

Moreover V is characteristic:

gV, V) = gi; V'V = gz‘jglm;;,bngmgjl = $93n$ =0, (5.45)
(summed over repeated indices).

Therefore solutions to the eikonal equation can be generated from characteristic curves,
namely by solving the ODEs (5.19).

In summary, we can define the functions (£,7) in such a way that the coordinate lines
& = const. and 1 = const. are characteristic curves. Then (5.20) in the coordinates takes
the normal form (5.25).
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Figure 5.1.: Characteristics of the Tricomi equation.

5.3. Tricomi equation
As an example of a linear equation which changes its type consider the tricomi equation
Uyy — Ylgz = 0. (5.46)
Here

det(g) = —y, (5.47)

hence this equation is elliptic for y < 0, hyperbolic for y > 0, and parabolic for y = 0.
Moreover, in the upper half-plane y > 0 the ODEs (5.19) for the characteristic curves
v(z) = (z,y(x)) are

y =4y /2. (5.48)

We can integrate this equation and find that the two families of characteristic curves
are given by

3
3% = +ow+ 0 (5.49)

cf. Fig. 5.1. Hence we can choose as coordinate transformations

o, y) =20 + 3z (x,y) =2¢y%% -3z (5.50)
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and, after computing the first order terms, the equation takes the normal form

3(&+1)0z,u + 2(0eu — Byu) = 0. (5.51)

Ezercise 5.4. Verify that the functions ¢ and 1 satisfy the eikonal equation (5.42).

Problems

44

1. Revisit the one-dimensional wave equation from Lecture 2 and verify that the

coordinates & and 7 introduced there are characteristic in the sense of this Lecture.

. Find by power series expansion in ¢ the solution to the initial value problem

Ut — Ugy = U (5.52)
u(z,0) = e” ut(x,0) =0. (5.53)

. Let u be the solution to the quasi-linear equation

a(Ug, Uy ) Uy + 2b6(Ug, Uy ) Ugyy + (g, Uy )UUyy = 0. (5.54)
Introduce new independent variables &, n and a new unknown function ¢ by
E=un(m,y)  n=uyry) b= rus+yu, —u. (5.55)

Prove that ¢ as a function of &, and 7, satisfies x = ¢¢, and y = ¢,,, and the linear
partial differential equation

a(&, 1) bny — 2b(&, 1) Pen + c(§,m)pee = 0. (5.56)



Part III.

Linear PDE and Fourier Analysis
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Review: The Fourier Transform on R

Further Reading

(Stein and Shakarchi, Fourier analysis, Chapter 5, Section 1).

In this lecture we recall several properties of the Fourier transform f of a function
f on the real line R, defined by

fO= [ fwetar (cem) (6.1

In the first place, one may define this for functions of moderate decrease, namely continuous
functions satisfying the bound

A
< 2
@] < (62)
for some constant A > 0, which ensures that the limit
o0 N
/ f(z)dx = lim / f(z)dx (6.3)
—00 N—=oo J_N

exists. However, while the Fourier transform of a function of moderate decrease is clearly
bounded, it is not clear if f itself enjoys any specific decay property. To remedy this, one
considers instead the space of rapidly decreasing functions.

6.1. Schwartz space

The Schwartz space S(R) on R consists of the set of all indefinitely differentiable functions
f so that f and all its derivatives f’, f”, ..., are rapidly decreasing, in the sense that

sup |z*|fO(z)| < 0o (k,l € N). (6.4)
zeR

The space S(R) is a vectorspace over C, closed under differentiation and multiplication
by polynomials.

FEzercise 6.1. Show that if f € S(R), then ' € S(R), and zf(x) € S(R).

Ezample 6.1. An example of a function in Schwartz space is the Gaussian defined by

flz)=e"". (6.5)
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The Fourier transform of a function f € S(R) is defined by (6.1). We also use the
notation f(z) — f(£) to mean that the function f(z) is transformed to f(§) under the
Fourier transform.

Proposition 6.1. If f € S(R), then
1. f(z+h) — f(€)e*™ ¢ whenever h € R
2. f(x)e=?m@h s f(& + h) whenever h € R
F(0x) — 67 LF(671€) whenever § > 0.
f!(w) = 2mis f(£)
—2miz f(x) — S f(€)

In particular, up to factors of 27i, the Fourier transform interchanges differentiation
and multiplication by x. This is the key property that makes the Fourier transform a
central object in the theory of (partial) differential equations.

The main motivation for the Schwartz space is that the Fourier transform is a bijection
on the Schwartz space. First observe however, that if f € S(R) then f is bounded, and
moreover fkﬁé f (€) is bounded, because by the above Proposition, this is the Fourier
transform of

SR N

(%Tli)k(jﬂ)k [(~2miz)! f(2)] . (6.6)

We have shown:

Theorem 6.2. If f € S(R), then f € S(R).

6.2. Fourier Inversion

The next major result is known as the Fourier inversion theorem:

Theorem 6.3. If f € S(R), then

fla) = [ F@emitas (6.7

The proof of this theorem uses that the Gaussian is a good kernel, in the sense that
the family of functions
Ks(z) = 6~ /2e /0 (6.8)

have the properties of good kernels discussed in Lecture 2.2, namely
1. [, Ks(z)de =1

2. [%0|Ks(z)|de < M
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3. For every n > 0, we have

/|> Ks(z)ldz =0 (5—0). (6.9)

The fundamental property of the Gaussian is that it equals its Fourier transform.
Theorem 6.4. If f(z) = =™ then f(£) = f(£).
Taking this fact for granted, we infer from the dilation property of Prop 6.1 that
K(€) = e ™. (6.10)
Note that as § — 0, the function K peaks at the origin, while f/(\g flattens out.

Proof that Ks is a family of good kernels. The first property now follows from

/OO Ks(z)dz = K5(0) = 1.

—00

Since K5 > 0, this also implies the second property with M = 1. For the third property,
note that by a change of variables

Ks(z)dz — / ey 50 (5 0).
|z|>n ly|>nd—1/2

O
Similary to the arguments in Lecture 2.2 we can now prove:
Theorem 6.5. If f € S(R), then
(f *x Ks5)(z) = f(x) uniformly in x as 6 — 0. (6.11)

Let us now return to the proof of Theorem 6.3, which relies on one hand on the
properties of the Gaussian, and on the other on the following multiplication formula:

Theorem 6.6. If f,g € S(R), then
| t@i@ds = [ . (612)

This formula follows essentially by integrating the function f(z)g(y)e™2™@¥ alternatively
first in x or y.

Proof of Theorem 6.3. Let Gs(z) = e ™" so that Kj = Gy, and also é\(;(ﬁ) = K5(8).
By the multiplication formula we get

/ O:O fa)Ks(wyda = [ o; F©Gs(©)de. (6.13)
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Since K is a good kernel, the integral on the left hand side converges to f(0) as 6 — 0,
and thus

OS] O:o f(eae, (6.14)

which proves the inversion formula for « = 0. The general formula now follows easily by
setting F(y) = f(z + y) so that

fa)=FO) = [ P = [~ foemta. (6.15)
O

This result is also expressed by the statement that

FoF —FoF—I (6.16)
where F : S(R) — S(R) and F* : S(R) — S(R) are the mappings
FUNE = [ fa)emitg (617)
F@©) = [ gl (6.18)

The Fourier transform F is a bijective mapping on the Schwartz space.

6.3. Plancherel’s formula

Above we have already used the convolution of two functions f,g € S(R), defined by

(9@ = [ fo-bgtar. (6.19)
Note that for fixed z, the function f(x —t)g(t) is of rapid decrease in ¢, hence this integral
converges. We mention a few further results about convolutions of Schwartz functions.
Theorem 6.7. If f,g € S(R), then
1. fxgeSR)
2. fxg=gxf
3. T+ () = F(©a©)

The last property — which shows that the Fourier transform interchanges convolutions
with products — is the most important statement, which is proven as follows:

Proof. Consider the function F(z,y) = f(y)g(x — y)e 2™ which is rapidly decreasing
in y for fixed =, and also in z for fixed y. Integrating in y first gives, on one hand,
(f * 9)(x)e™2™*¢ and then in z gives f/*\g(§) On the other hand, integrating in x
first yields f(y)g(€)e~2™¢ which after integrating in y gives f(€)g(€). This proves the
identity 3. O
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The Schwartz space can be equipped with a Hermitian inner product

(9= [ f@gl@a (6:20)

whose associated norm is || f|| = (f, f)'/2.

One can use the above properties of convolutions of Schwartz functions to prove that
the Fourier transform is a unitary transformation on S(R).

Theorem 6.8 (Plancherel). If f € S(R) then ||f| = ||f].

Proof. Let

hw) = [~ 5w F= 2y (6:21)

Then h(0) = ||f||?, and by Fourier inversion

no) = [ hea (6.22)

We can compute the Fourier transform of h because it is a convolution: A(¢) = f(£)f(€) =
|£(€)]?, because

~

/_ O:O Fl=a)e 2wty — — /OO_OO Fl@)em#ds = J(€). (6.23)

Thus also h(0) = || f]|2. O

Supplementary Problems

1. Let f be the characteristic function on [—1, 1] defined by

1, |z|]<1

0, otherwise

)

flx) =x(e) = { (6.24)

Although f is not continuous, the integral defining its Fourier transform still makes

sense. Show that in(2r6)
A sin(2m
f(§) = T

2. This problem gives an example of a bump function.

(6.25)

a) Suppose a < b, and f is the function f(z) = 0 if z < a or z > b, and for

a<x<b: )

flo)=e TaeTn (6.26)
Show that f is indefinitely differentiable on R.
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b) Give an indefinitely differentiable function F' on R such that F(x) = 0 for
x < a,and F(z) =1if x > b which is strictly increasing on [a, b].

Hint: Consider F(z) = ¢ [*__ f(t)dt for some appropriate constant c.

c) Let § > 0 be such that a + § < b — §. Show that there exists an indefinitely
differentiable function g which vanishes for z < a, and > b, and g(x) = 1 on
[a + d,b— 4], and moreover is strictly monotone on [a,a + 0] and [b — 4, b].



Lecture 6.

Heat equation

Further Reading

(Stein and Shakarchi, Fourier analysis, Chapter 5, Section 2).

6.1. Time-dependent heat equation on the real line

Consider the heat equation on the line,

ou  0%u
with initial condition
u(z,0) = f(x). (6.2)

Let us first take the Fourier transform, formally in (6.1), then we see that the Fourier
transform in x of the solution must satisfy

oi
SH(ED = —4r’as, 1), (6.3)

which is a first-order differential equation in ¢, with the solution
(g 1) = A()e ™ (6.4)

We can accomodate the initial condition by setting A(¢) = f(¢&). N
We recognise this solution precisely as the Fourier transform of the kernels K5, Ks(§) =
e~™¢  with § = 4nt. Therefore we define the heat kernel of the line by

1 —x
(@) = Kim(@) = e, (6.5)

and we can see, cf. Review of the Fourier transform above, that H; * f should be the
desired solution of the heat equation.

Theorem 6.1. Given f € S(R), let
u(z,t) = (f * He)(x) (t>0) (6.6)

where Hy is the heat kernel. Then
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1. The function u(x,t) is twice continuously differentiable (for t > 0) and solves (6.1).
2. u(z,t) = f(x) uniformly in x ast — 0.

3. We have ast — 0,
/ (e, t) — f(2)2de — 0. (6.7)

—0o0

Proof. We can express u(z,t) using the Fourier inversion formula as
* 2 —4m2€2t 2mitx
ula,t) = [ fee e, (6.8)
—00

This shows in particular that u(x,t) is indefinitely differentiable in z, and ¢, for ¢t > 0.
Moreover uniform convergence to f(z), as t — 0, follows because H; is a good kernel.
The last property follows from Plancharel’s theorem

|t - f@Pde= [T HOPe T S apar 20 150 (69)

—00 —0o0

which can be readily seen by splitting up the integral over R in [—N, N] and its comple-
ment.

O

This theorem guarantees the existence of a solution to (6.1) for any initial condition
f € S(R) in (6.2). The solution is also unique as can be seen most directly using the
energy-type quantity E(t) at time ¢ of the solution wu(z, t):

E(t) = /R (e, t)2d . (6.10)

If we assume that u(z,0) = 0, then F(0) = 0, and we compute

% - /]R (2udyu)(z, t)da = 2 /]R (ud2u)(z, t)dz = —2 /R (@) (z,t)dz <0 (6.11)

and hence E(t) = 0, and thus u(z,t) = 0 for all ¢ > 0.

Ezercise 6.1. What is needed here to justify this computation?

6.2. The steady-state heat equation in the upper half plane

A problem that can be solved in a similar fashion is the steady state heat equation in
the upper half plane,

u  0%u
with the boundary condition
u(z,0) = f(x). (6.13)
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Taking the Fourier transform, first formally, in the x variable, we obtain

0%t

A0 4+ = =
7r§u+ay2

0 (6.14)

which again is an ordinary second order differential equation in ¢ with constant coefficients,
with the general solution

(&, y) = A(©)e W 4 B(&)em<l (6.15)

We dismiss the exponentially growing solution, and accomodate the boundary condition
by choosing A(§) = f(§), which leaves us with

(g, y) = f(§e el (6.16)

Thus if we can find a function Py(z) such that 7/3; = e 27llv then the solution to
(6.12) with the boundary condition (6.13) can be expressed as

u(@,y) = (Py * f)(@). (6.17)

It turns out this function is the Poisson kernel for the upper half plane,

Ly
In fact, we can compute
Py(x) = / e~ 2mlely 2t g ¢ (6.19)

by evaluating the integrals on (—o0,0) and (0, 00) separately. We find

/OO e~ 2mEY 2mikT g — /OO e2m‘(iy+x)€d§ - 6277.ri(x+iy.)§ ’OO = 1 - (6.20)
0 0 2mi(x + 1y) lo 2mi(x + 1y)
because y > 0, and similarly
/0 62W£y62m£wd€ = ; (6.21)
S 2mi(x — iy)
Therefore ) ) 1y
Pylw) = 2mi(z + iy) * omi(z —iy) mal+y? (6.22)
Lemma 6.2. The Poisson kernel is a good kernel on R as y — 0.
Proof. In view of the Fourier inversion formula we have
Py(¢) = /OO P, (z)e 2T dy = ¢~ 2mIEly (6.23)
—o0
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which shows in particular that
/ Py(xz)dx =1 (6.24)

and the same is true for the integral of |P,(z)|, because Py(x) > 0. It remains to show
that for every n > 0,

/ [P@lde 50 (5= 0). (6.25)
x|>n
Now by a change of variables, to s = z/y,
——dz = d 0 6.26
/,7 a:2—i—y2x /Wys?—i—l 5 (6.26)
asy — 0. O

Similarly to before this allows us to prove:

Theorem 6.3. Given f € S(R), let u(z,y) = (Py * f)(x). Then
1. u is twice differentiable in the upper half plane, and Au = 0.
2. u(x,y) — f(x) uniformly as y — 0.
3. [ |u(z,y) — f(2)]’de — 0 as y — 0.

4. If u(xz,0) = f(x), then u is continuous on the closure of the upper half plane, and
vanishes at infinity in the sense that u(x,y) — 0 as |z| +y — oo.

Instead of working out the details of this proof, let us think about the uniqueness
statement, which relies on the mean value property of harmonic functions.

Proposition 6.4. Suppose Q is an open set in R?, and let u € C? be a solution to
Au =0 in Q. If the closure of the disc of radius R > 0 centered at (x,y) is contained in
Q, then

1

2w
u(z,y) = %/0 u(z + rcos b,y + rsinf)do (6.27)

forall0 <r < R.

Proof. Let U(r,0) = u(x + rcos,y + rsin@). Expressing the Laplacian in polar coordi-
nates, the equation implies

2
Since o
; DU (r,0)dO = 9pU (r,0)|2™ =0 (6.29)
we see that | g
F(r)= U(r,0)do (6.30)
21 Jo
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satisfies r0, (10, F') = 0, and consequently 70, F'(r) must be constant, so evaluating at
r = 0, we see that 9,F = 0, which means that F' is constant, which yields: u(z,y) =
F(0) = F(r). O

We can now prove uniqueness:

Theorem 6.5. Suppose u is continuous on the closure of the upper half plane, and
satisfies Au = 0 for y > 0. Assume moreover that u(x,0) = 0, and u(zx,y) vanishes at
infinity. Then u = 0.

Ezercise 6.2. Show that the assumption that u vanishes at infinity is necessary.

Proof. Suppose there is a point u(zg,yo) in the upper half plane where u(xg,yo) > 0.
Since u vanishes at infinity, we can choose R > 0 so that outside the half disc

Df; ={(z,y) : 2* +y* < R,y > 0} (6.31)

we have u(z,y) < u(wo, yo)/2. Since u is continuous it attains a maximum on D}, say at
a point (z1,y1) € DE:
u(z1,y1) = M (6.32)
Then u(z,y) < M on the disc, and in particular u(zg,zo) < M, and so also outside the
disc u(z,y) < M/2. In other words, u is bounded by M on the whole closed upper half
plane.
Now by the mean value property,

1

27
u(z1,y1) = ﬁ/o u(xy + rcosb,y; + rsind)dd (6.33)

whenever the circle of integration lies in the upper half plane, so for all » < y;.
Exercise 6.3. Show by using continuity of u, that this implies that on the whole circle:

u(zy +rcosb,yr +rsinf) = M (6.34)

In particular, by taking r — y; and using continuity of u up to the boundary y = 0, we
conclude that u(z1,0) = M, in contradiction to the assumption of vanishing boundary
values.

O

Problems
1. Suppose that u is the solution to the heat equation given by u = f % H; where

f € S(R). If we also set u(z,0) = f(z), prove that u is continuous on the closure
of the upper half-plane, and vanishes at infinity, in the sense that

u(z,t) =0 as x|+t — oco. (6.35)

Hint: To prove that u vanishes at infinity, show that
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o8

a) fu(z,t)| < C/Vt
b) |u(z,t)] < C/(1+ |z[?) + Ct=1/2eca?/t,
Use a) when |z| < ¢, and b) otherwise.

. Show that the function

x
u(z,t) = g”Ht(x) (6.36)
satisfies the heat equation for ¢ > 0 and lim;_,¢ u(z,t) = 0 for every z, but u is not
continuous at the origin.

Hint: Approach the origin with (z,t) on the parabola z%/4t = ¢ where c is a
constant.

. Prove the following uniqueness theorem for harmonic functions in the strip

Z=A{(z,y):0<y<1l,—oco<z<o0}. (6.37)

Suppose u satisfies Au = 0 in Z and is continuous on its closure. If u(z,0) =
u(x,1) =0 for all x, and u vanishes at infinity, then u = 0 in Z.



Review: The Fourier transform on R?

Recommended Reading

(Stein and Shakarchi, Fourier analysis, Chapter 6, Section 2, and 4).

We briefly review the Fourier transform in R¢, and will see that with the appropriate
notation, the key theorems, such as the Fourier inversion formula, remain unchanged.
We will use multi-index notation for both monomials and differential operators: For

= (x1,29,...,24) € R?, and o = (a1, ..., aq) and d-tuple of non-negative integers, we
write
=t al (7.1)
9 o olel

i R 7.2
(8.%.) 6.%.?1 ."855 ( )
where |a] = a1 + a2 + ... + ag.

The Schwartz space S(R?) consists of all indefinitely differentiable functions f on
R? such that

sup azaaff(x)‘ < o0 (7.3)

z€ER4

for every multi-index «, and . In other words, f and all its derivatives are required to
be rapidly decreasing.

In complete analogy to (6.1) we define the Fourier transform f of a function f on
the R4 by

f&) = |  f@e?mde (€€ RY (7:4)
Similarly to Prop. 6.1 we note that:
Proposition 7.1. If f € S(RY), then
1. f(z+h) — f(&)e*™h€ whenever h € RY
2. f(x)e 2™l f(& + h) whenever h € RY
3. f(6z) — 0-4f(671€) whenever § > 0.

4 (2) 1) = @rig)f(e)

5. (—2miz)* f(x) — (&) 1©)
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6. f(Rx) — f(RE) whenever R is a rotation.

What is new is really just the last part. Recall that a rotation is a linear transformation
R : R% — R? which preserves the standard inner product,

Rr-Ry=xz-y=x1y1+ ...+ Tqyq (7.5)

Equivalently, this condition can be replaced by R = R~!, which implies that det(R) = 1.
If det(R) = 1 we say R is a proper rotation.

The statement for the Fourier transform of f(Rz) now follows from a change of variables
to y = Rz,

—2miz —2miR™ty- — £
[ dEe =t = [ p)e T der(R)| My = fRe).(7.0)
This property also implies that

Corollary 7.2. The Fourier transform of a radial function is radial.

A radial function on R? is a function that only depends on |x|. Equivalently a function
is radial if and only if f(Rxz) = f(z) for all rotations r. This obviously implies that

A A

F(RE) = f(©). )

This shows that if f(z) = fo(|z|) for some function fy, then f(§) = Fo(|¢|) for some
Fy. But to obtain a formula for Fy in terms of fy in the case d = 3, it will be important
to compute “the Fourier transform of the surface element of S?,” which will also play a
role in the derivation of the representation formula for solutions to the wave equation in
dimension d = 3 + 1.

Lemma 7.3.

1 sin(27|])

- —2mig- _
- /SQe do() = Tt (7.7)

Proof. The left hand side is a radial function, so if |{| = p we can prove the formula with
& =1(0,0,p). We express the integral in polar coordinates:

L / e 2MEY dor(4) = / ” / " e 2mipcost i (9)dgde (7.8)
47 Jg2 ar Jo  Jo ’
and the stated formula follows with a change of variables u = — cos(#). O

So let f(z) = fo(|z|) be a radial function on RY, and f(¢) = Fy(|¢]) for some Fy as
above. Then in dimension d = 3, by Lemma 7.3 with p = [¢],

Folp) = (&) = | | fla)e " "¢da
= [ o) [ e eag)rtar
0 $2

_ 2/ fo(r)sm(zﬂpr)rzdr
0 pr

= i/ooo sin(2mpr) fo(r)rdr.
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Now let us first return to the discussion of the Fourier transform more generally.
Proposition 7.1 shows in particular that the Fourier transform maps S(R?) to itself. The
main result is the following Fourier inversion formula, and Plancherel’s theorem for
functions on R

Theorem 7.4. Suppose f € S(R?). Then

fa)= [ feemeas (710
R
[ f©ra = [ 15k, (7.11)
R R

The proof is again based on the fact that the Gaussian e~™71* is its own Fourier
transform, and that Ks(z) = 6~%2e~™#1°/9 is a family of good kernels. We omit the
details.

Problems

1. (Euler’s geometric description of rotations in R?)
Show that given a proper rotation R, there exists a unit vector v so that
a) R fixes v, that is, R(v) = 7.

b) If P denotes the plane perpendicular to 7, and passing through the origin,
then R : P — P and the restriction of R to P is a rotation in R2.

Hint: To prove that there exists v € $2 with R(y) = v (geometrically v is the
direction of the axis of rotation), show that p(t) = det(R — ¢I) is a polynomial of
degree 3. Then use that p(0) > 0 to see that there is a A > 0 with p(A) = 0. This
means that the kernel of R — \I is non-trivial.
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The wave equation on R? x R

Recommended Reading

(Stein and Shakarchi, Fourier analysis, Chapter 6, Section 3).

Further reading also (John, Partial differential equations, Chapter 5, Section 1)

In this lecture we study the initial value problem for the wave equation on R¢ x R,

0%u

where u satisfies the initial conditions
ou
u@,0) = fz)  S(x,0) = g(a). (7.2)

Here we restrict ourselves to functions f, g € S(R?). While the wave equation allows
much rougher solutions, we can already see many properties of the general behaviour for
initial data in Schwartz space. In particular, we can see using the Fourier transform that
there exist solutions to the Cauchy problem.

7.1. Fourier representation formula

Suppose first that a solution to (7.1) exists with u(-,¢) € S(R%). Then we can take the
Fourier transform in R?, and get

ou

5z ATl =0 (7.3)
For each fixed ¢ € R? this is a differential equation with the solution
A(E,t) = A(€) cos(2nlélt) + B(€) sin(2re]t) (7.4)
where we can choose A(§) and B(&) to accomodate the initial conditions:
a(€,0)=f(&) B, 0) =5(6) (7.5)
so therefore we want to set
A©) =16 2rl|BE) =a(e). (7:6)
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Theorem 7.1. Suppose f,g € S(RY). Then a solution to the Cauchy problem is given by

sin(27|€|t)

= I

u(a,t) = |76 costzrlele) +(6)

Ezercise 7.1. Verify that u(x,t) defined in this way actually is a solution to (7.1) that
satisfies the initial conditions (7.2).

This theorem gives a solution to the Cauchy problem, but to say that it is the solution,
we need to prove that for given initial data there is only one solution to the initial value
problem. This argument is based on the energy of a solution defined by

E(t) = / (Ouult,2))* + | Vult, 2)|Pde (7.8)
R
We have, assuming for example that dyu(t,-), Oju(t,-) € S(R%), for t > 0,
E(t) =2 / Ot 2)(BRult,x) — At x))dz = 0 (7.9)
R:

and so E(t) =0 (¢t > 0), whenever the initial data is trivial with E(0) = 0.

Ezercise 7.2. In fact a stronger uniqueness statement can be proven demonstrating the
finite speed of propagation in this problem. See Problems below.

Now recall from the very first lecture (Lecture 2) that for d = 1 d’Alembert’s formula
holds:
flea+t)+ flz—t) 1 [ott

n d 7.10
5 +3 ), 9Wdy (7.10)

We can verify that this formula really does follow from (7.7) in the case d = 1: Since
cos(27|€[t) = cos(2mét) = (2Tt 4 e 2miEly /9,

u(t,z) =

LFt o)+ f—t)

/ f COS 27’["§|t) 27rz§zd§ 2/ f 27rz£ t+x)+€27rz(x t))dfz 5
(7.11)

and similarly
sin(27[€|t) i€ / e2mik(t+z) _ o—2mi€(t—z)
T Id ' d _
/Rg(@ 27| $= 4mi€ ¢

+t ; x+t
= 5/]Rﬁ(é) /x_t Y dyde = ;/x g(y)dy. (7.12)

—t

Note that the first term in d’Alembert’s formula is an average of the values of f on
the boundary of the interval [x — ¢,z + t], and the second term is up to a factor of ¢ the
mean value of the function g over the interval [z — ¢, + t]. We will see that also in the
case d = 3 the values of the solution can be expressed as averages over the initial data,
on domains that are (causally) related in the same way.
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7.2. Spherical means and Huygens principle

Given a function f on R?, we denote the spherical mean over the sphere of radius ¢

centered at x by

1

M(f)(x) = . flz—ty)do(v), (7.13)

where do is the area element on $2.

One can show that if f is a Schwartz function, then so is the spherical mean M.
Moreover M;(f) is then indefinitely differentiable in ¢, and each derivative is a Schwartz
function. We will now show that the solution found in Theorem 7.1 may be expressed in
terms of spherical means of the initial data.

Theorem 7.2. In dimension d = 3, the solution to the Cauchy problem (7.1, 7.2) is
given by

(e, 1) = M) + 1Mg) ). (714)

The proof relies on the observation that

— sin(2m|£[t)

MDE) = FEO 5 7 (7.15)

We can make sense of this formula as follows: M;(f) can be viewed as the convolution of
f with surface element do, and thus can expect the Fourier transform to be the product
of the corresponding Fourier transforms. Indeed we have already computed the Fourier
transform of the surface measure in Lemma 7.3, and so to verify the formula let us write

DO =1 [, [ 5 = m)dotemi=tas

1 , , 1 R '
Tar /sz /R3 fly)e 2™ Wee=2m L qydo(y) = 47 /52 F(&)e ¢ dg ().
(7.16)

Proof. First let us set f = 0. Then according to Theorem 7.1,

oo SIN2TENE) 9rica — it
ute, )=t [ 502D amcage —y [ R(g) @) = (o)) (71)
R3 2m|€|t R3
Second if g = 0 then by Theorem 7.1,

ule,t) = [ F(©) cosanlelpyemeas

. 7.18)
0 2 SICTENE) o 0 (
=—|t —————=e“"dE ) = —(tM, .
at( /]Rd O © ¢) at< )
In view of the linearity of the problem the general statement follows. O
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This formula tells us that solutions to the wave equation depend on the initial data in
the following way: To compute the value u(x,t), draw the backward light cone with
vertex at (x,t):

Clapy = {(,5) ER* x R: |s — 1| = |y — 2|, s < t} (7.19)

Then only the values of (f, g) on (or strictly speaking in an immediate neighborhood of)
the intersection of C(, ;) with the hyperplane ¢ = 0 in R3*! enter the formula for u(z,t).
This has various consequences which one way or another are referred to as Huygens
principle.

Ezercise 7.3. Suppose f, and g are compactly supported. In fact, let us assume that f,
and g, vanish outside a ball B, (xg). Sketch the support of the solution u to the Cauchy
problem.

7.3. Method of descent

Consider the wave equation on R? x R,

—fu+Llu=0, A=09 +02

T2

(7.20)

with initial data f,g € S(R?). We could try to solve this equation by first extending f, g
trivially to functions on R3,

flxi, w0, 23) = f(w1,22),  g(x1, w2, 23) = g(w1,22) (7.21)

however that does not work because f, and § are not Schwartz functions. But we could
introduce a cutoff, such as a smooth function of compact support nr € S(R), with the
property that np(z) = 1 whenever |z| < T'. Then

Plar,20,23) = f(zr,22)nr(2s),  §(21,22,23) = gla1, z2)nr(zs) (7.22)

are Schwartz functions, f°, 5’ € S (R?), and we can solve the Cauchy problem with this
data on R3 x R. The question is whether the solution @’ is also independent of x3. To
answer this question, note that also 0, @ solves the wave equation

— 02 (0 @) + A8y @) = 0 (7.23)

and has trivial initial data for |z3| < T'. Therefore by the uniqueness theorem below
(Thm. 7.4) we have that

Opy@(z,t) =0 |zg| <T —t. (7.24)

In particular u(zy,z2,t) = ﬂb(xl,xg,o,t) is a solution to the d = 2-dimensional wave
equation for ¢ < T. Since T is arbitrary, we obtain the statement that solutions to the
2-dimensional wave equation can be obtained by restricting solutions to the 3-dimensional
wave equation with trivially extended data. It remains to compute what form they take
exactly.
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Theorem 7.3. A solution of the Cauchy problem for the wave equation in two dimensions
with initial data f,g € S(R?) is given by

(o) = o (V7)) + T ) ) (7.25)
where
() = 5o [ s ty>ﬂdyw . (7.26)

To see this we just need to compute the restriction M;(F')(x1,z2,0) in the case that
F(x1,x9,x3) is independent of x3:

1 2
M (F)(z1,%2,0) :E/o /0 F(z1 —tsinfcos, o — tsinfsin @) sin 6dddp

1 27 1 ) rdrd —~
=5 ; /0f(xl—trcosgo,xz—trsmgp)\/%:Mt(f)(xl,xg)

(7.27)

where f(z1,x2) = F(x1,x2,0).

The most important difference to the three dimensional case is that u(z,t) depends on
the values of f and g on the whole disc B(x), not just its boundary, the circle of radius
t centered at z.

7.4. Further comments

There are several qualitative features of solutions to the wave equation that we can read
off from the formula given in Theorem 7.2:

(e 1) =S (M) (@) + 1Mu(o) )

1 (7.28)
- [ @ =) = V@ = 19) 7+ tyla — t)do(y)
T Jg2
o The value of u(z,t) depends on the values of f, its derivative V f, and g on the
sphere S(x,t) centered at x and of radius ¢.

e The initial data at ¢t = 0 near a point y can only influence u at the time ¢ in points
(x,t) near the cone |z — y| = t.

« Let the support of f and g be contained in © C R3. For u(z,t) # 0, the point x
has to lie on a sphere of radius ¢ centered at some y € . Hence the union of S(y,t)
over y € () contains the support of u at time t.

o The support of v at time ¢ is always contained in the “envelope” of the spheres S(y, t)
with centers y € 09Q2. However, it can be smaller: Take for example 2 = B(0,p) a
ball of radius p. Then the sphere S(z,t) for t > p will only have a point in common
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with  when z lies in the annulus bounded by the spheres S(0,¢— p) and S(0,¢+ p).
In particular, for any fixed x and all sufficiently large ¢, namely ¢ > |z| 4+ p we have
u(z,t) = 0. This is also referred to as strong Huygens principle.

While the support of the solution with initial data of compact support expands,
the solutions decays in time. This is qualitatively the meaning of dispersion.

Assume f, and g are supported in B(0, p). We see that contributions to the integral
(7.28), which we now write as

wat)= o [ W)+ VI ) ool (729)

arise only from that portion of S(z,t) that intersect B(0,p). The area of this
intersection cannot be larger than the area of 9B(0, p), so

1S(x,r) N B(0,p)| < 4mp?. (7.30)

Therefore

2
[u(a )] < & x (sup | f| +sup [V ] +suplg]) . (7.31)

The formula (7.28) also indicates that the solution u can be less regular than the
initial data. There is a possible loss of one order of differentiability: Namely u(-,0) €
CF, 9u(-,0) € Ck*1 initially, only guarantees that u(-,t) € C*~1 du(-,t) € CF at
a later time. This can be understood in terms of a focussing effect, that is only
present for d > 1. For example the second derivative could become infinite at some
time ¢ > 0, even though they are bounded for ¢ = 0. Note that while this behaviour
may occur pointwise, the L2-based energy norm of (7.8) remains bounded, in fact
conserved as we have seen in (7.9).

Problems

68

1. For the formulation of the following uniqueness property of solutions to the wave

equation the following terminology is relevant: Let B(xzg,79) be the closed ball
of radius r¢ centered at zg in R?. Then the domain of dependence of the ball
B(zg,70) (viewed as a subset of R? x {0}) is the following subset of R? x R:

D(B(xo,70)) = {(t,2) : 0 < t <7, |2 — wo| <7 — 1} (7.32)

Sketch the this domain.

Theorem 7.4 (Finite speed of propagation). Suppose that u(t,z) is C? function
on RY x R that solves the wave equation (7.1), and suppose that for some xo € RY,
and rg > 0,

u(0,z) = Ou(0,2) =0 : forall € B(xzg,r0) - (7.33)
Then u(t,xz) =0 for all (t,x) € D(B(zo,70))-
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Prove this theorem in three steps:

a) Let

)

B(zg,r0) ={z: |z —x0| < 1o —t} (7.34)
be the intersection of D(B(zg, 7)) with {t} x R?, and consider the energy

E(t) = / e(t,z)dz (7.35)
Bi(xo,r0)
where e denotes the energy density
_1 2 2
e(t,2) = ((0w)? + |Vul?) (¢, ) (7.36)

and Vu = (0,14, . ..,0,au) is the gradient on R.

Show that
E'(t) :/ Oredx —/ edo (7.37)
Bi(zo,m0) OB¢(x0,70)

where do denotes the surface element on the sphere 9By (zg,ro) of radius rg
centered at zg in {t} x R?

Compute O;e, and show that for any solution to the wave equation,

/ Oredx = / 0w Vu - ndo (7.38)
Bt(wo,m0) 0Bt (wo,r0)

where n is the unit normal to 0B;(xg, o).

Use the Cauchy Schwarz inequality to conclude that E’(t) < 0.

Hint: Use the divergence theorem in a) and b).
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Decay in time using Fourier representation

Further Reading

(Luk, Introduction to nonlinear wave equations, Section 2)

We have seen in (7.31) that solutions to the linear wave equation, arising from compactly
supported initial data, decay in time. In this note, we shall try to explain this decay rate
in d = 3 dimensions, using the Fourier representation formula, for initial data which is

rapidly decaying.

According to Theorem 7.1 the terms that are contributing to u(z,t) are integrals of

the form

2mi(&-x£|E|t) “ M
[ F©e a0 e

We may introduce spherical coordinates,
€ = (psinf cos ¢, psin O sin ¢, p cos 0)

and let us consider for example the latter interal

) 27rz§x+|£\t) 2 27rz§:c 2mpt 0 2d dod
]Rdg(g) omifE| / / / 2mip sin(0)p“deddp

and we can integrate by parts in p, using that

1 0 27r7,pt 27ript
2rit 5p )

This yields

= 27”pt 2milr
27TZ 2t/ / / 5) PSIH(9)>dg0d9dp

without any boundary terms at p = oo, nor at p = 0. Moreover

5 (O psin(@) = (V- €+ 9(O2mic -2 + () sin(0)

(7.1)

(7.2)

(7.6)

Note that the second term depends on z, so it is not possible to obtain a bound uniform
in x in this way. Furthermore, one cannot integrate by parts indefintely in this way,
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already the next integration by parts produces a nonvanishing boundary term at the
origin:
I —— 1 /oo /7r /27T e2mirt (vg &+ g(&)2mi& - x + g(f))e%ig"t sin(6)dedfdp
(27Ti)2t 0 o Jo
1

- (2mi)3t2
41

/ emﬂtaap [(vg LE+ G(E)2miE T+ §(€) )T sinw)} dipdfdp

(7.7)
This type of argument leads to the following estimate:

Proposition 7.1. Let u be the solution to the Cauchy problem in d = 3 dimensions, with
initial data f,g € S(R3). Then for any R > 0, there exists a constant C > 0 such that

u@n <5 (e <B). (78

A slightly different way to carry out these integrations by parts, which yields a uniform
bound in z, is the following: First by a rotation of the coordinate axes let us assume that
x = (0,0,7), and let us introduce cylindrical coordinates such that

£ = (pcos(¢), psin(9),¢) €] = p* +(? (7.9)

In these coordinates we have

O omilglt _ 2milelt
— e TSIt = 2T 27mt 7.10
dp I3 (7.10)
and crucially
0 o €. 0 o i
—_e2milw _ 2 2miCr _ 711
which now leads to
; . e2wi(§-r+|§|t)d
= Rd g(f)w §

2T 10 .
27rz§7“ 2mi|€|t
27?7, (2m0)2t / / / pdp ( )pd(’dgﬁdp

o (7.12)
B (2 )Zt/ (0 0, C) 27i( §T+|C|t)dc

27 .
/ / / Vi(€) - (cos ¢, sin ¢, 0)e>™CrHEM dcdgdp .
2m (27i)2t

In conclusion:

Proposition 7.2. Let u be the solution to the Cauchy problem in d = 3 dimensions,
with initial data f,g € S(R?). Then

Ju(z, t)] <

% (7.13)

where C' only depends on the initial data.
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Duhamel’s principle

Further Reading

(John, Partial differential equations, Chapter 5.1 (c)).

In this note we want to show that using Theorem 7.2 we can also solve the inhomoge-
neous problem,

Ou=F (7.1)

for any given “source” function F'(t,x), with prescribed data
u(0,2) = f(x), Ou(0,z) = g(x). (7.2)
In view of the linearity of the problem it sufficies to solve (7.1) with trivial initial data
u(0,z) =0 Ou(0,z) =0, (7.3)

and we will assume for simplicity that F' € S(R3*1).

The idea of our approach is similar to the “method of variation of constants” for
ODEs, in the sense that solutions to the inhomogeneous equation can be written as a
superposition of solutions to the homogeneous equation, with variable coefficients, to be
determined.

Here we make the following ansatz for solutions to the inhomogeneous problem (7.1):

t
u(t,x) = / Us(t,x)ds (7.4)
0
where Us, for each s, is a solution to the homogeneous problem:
OUus; =0 t>s (7.5)

with initial conditions to be determined.
We compute

ult, ) = Us(t, z) + /0 LU, 2)ds (7.6)

and will choose
Us(s,z) =0. (7.7)

Then we compute further that

t
O2u(t, ) =0,U(t,x) + / O2U(t, 2)ds
0, (7.8)
—_F(t2)+ / AU, 2)ds = —F(t,2) + Au(t, z)
0
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and can thus arrage for u as defined in (7.4) to be a solution to (7.1), provided we impose

WUs(s,z) = —F(s,x). (7.9)
In other words, the family of functions Uy are chosen to be the solutions of
OUs =0 (t>s) u(s,z) =0 Owu(s,r) = —F(s,x). (7.10)
Setting
Vs(t,z) = Us(t + s,x), (7.11)
the functions Vi solve
Ove=0 (t>0) Vs(0,2) =0 0Vs(0,z) = —F(s,x). (7.12)
According to Theorem 7.2, as expressed for instance in (7.28), we have
Vitr) =~ [FG - idot) =~ [ Fladse) (19

and therefore

u(t, x) :/OtUS(t,x)ds:/OtVs(t—s,x)ds

1 / f1 / F(s,y)dS(y)d
- = s, s.
dr Jo t — s Jjy—a|=t—s Y Y

Remark 7.1. Thus the solution u at a point (¢,2) depends only on the values of F' on the
truncated backwards lightcone

(7.14)

Cg(t,x):{(s,y):|y—x|:t—s,0§s§t}. (7.15)

This means that the solution can be expressed as
1
u(t, :——/ Fd 7.16
(t,2) = - oy e (7.16)

where duc is a measure supported only on the lightcone. In fact,
! / Fdpe = — /1/ F(t—r,y)dS(y)d

— =— [ - -, r=

a7 C, (t,x) Ho A Jo T ly—z|=r Y Y

1 /1 ) 1
:E/o ;/SQF(t—r,x—i—r’y)r da(’y)dr:E Zre]g:F(t—\y—m\,y)
y|<

Yy g
|y — =
If we remove the truncation, and integrate on the whole backward lightcone
C'_(t,a:):{(s,y):]y—a:]:s—t,sgt} (7.18)
then we obtain the “retarded solution”,

dy
ly — x|

1
u(t,m:—/c_(t Fane =~ [ R0y ay) (7.19)

47 JR3

namely the solution to (7.1) with trivial data at t — —oo.
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The Radon transform and its applications

Further Reading

(Stein and Shakarchi, Fourier analysis, Chapter 6, Section 5).

A problem that arises in medical imaging is the following. Consider an object which
occupies a certain domain @ C R? in space. We are interested in the density of some
of its constituents, and we have a means of “scanning” the object which provides some
information of the density. For example, the X-ray is a beam that is sent through the
object, and we can measure the brightness of the beam before and after it passes through
the object. Conceptually each beam is associated with a line L C R?, and the measurement
is related to the quantity:

X)) = [ 0 (8.1)

The problem is if it is possible to reconstruct the function p : O — [0, 00) from knowledge
of the function X (p). Now X (p) can be thought of as a function of four variables (it is a
function on the space of lines in R3), and p is a function of three variables. This suggests
that it should be possible to determine p from X (p), and in fact we will show this p can
be determined with less information: Instead of associating to each line L a number [; p,
consider the quantity

R(O)P) = [ (8.2)
P
which denotes the integral of the function p over a given plane P C R3. More precisely,

let us parametrize the planes in R? by a unit vector v € $? (the normal to the plane),
and a number ¢ € R (its distance to the origin):

Piy={reR’: z-y=t} (8:3)

Given a function p € S(R?), we define
/ p= / [ty + urea + ugea)durdus (8.4)
Pry it R2

where ej, ey are chosen such that (e1,es,) is an orthonormal basis for R3.
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Ezercise 8.1. Verify that this is well-defined, namely the integral is independent of the
the choice of basis. Moreover, convince yourself that for any v € $2,

Jor= (), o) 9

The function R(p)(t,v) = R(p)(P:) is called the Radon transform of p . Note that
knowledge of the X-ray transform X(p) determines the Radon transform, because
integrals over planes can be expressed in terms of integrals over lines.

Note that with this parametrization R(p) can be thought of as a function on the
cylinder R x $2. The relevant class of functions will be those that are rapidly decreasing
in ¢, uniformly in ~. In other words, let us define S(R x $2) to be the space of continuous
functions F'(t,~) which are indefinitely differentiable in ¢, and satisfy

d'F
sup|t|k‘@’ < 00, for all k,1>0. (8.6)

Instead of immediately trying to solve the reconstruction problem, we could first address
the uniqueness problem: Suppose we know R(f) = R(g). Is it then true that f = g?

Lemma 8.1. If f € S(R3), then R(f)(t,7) € S(R) for each fived . Moreover the
Fourier transform of R(f)(+,7), for fized ~, is

—

R(f)(s:7) = f(s7). (8.7)
Proof. By definition

RN = [ ([ f)esa
o | (8.8)
:/ / f(ty + urer + ugen)e™ 2™t duy duydt
—oco JR2

and we can write st = sy - (ty+u), because u = uje; + ugey is orthogonal to . Therefore
this integral equals

/_ " Flty +w)e 2™t qudt = f(sy) (8.9)

after a rotation of the basis (v, e1, e2) to the standard basis in R3. O

As a corollary we can answer the uniqueness question in the affirmative: If R(f) =0
then f = 0 which implies that f = 0 by the Fourier inversion theorem, for f € S (R3).

Let us now to turn to the reconstruction problem, namely the question if f can be
recovered from its Radon transform.

The Radon transform R sends functions on R? to functions on the set of planes in R3.
We define the dual Radon transform R*, which sends functions on the set of planes
to functions on R3, by

RY(F)(@) = [ Fla-7.79)da(). (8.10)
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Here F is viewed as a function on R x $? via the identification F(t,v) = F(P:). Note
that given x and -y, the plane P,.,  contains x, so the above is an integral over all planes
that pass through = € R3.

Remark 8.1. The transformation R* is dual to R in the sense that

(R(f), F) = (f, R*(F)) (8.11)
where the Hermitian inner product on the right is on S(R?), and on S(R x $?) on the
left hand side.

Theorem 8.2. If f € S(R3), then
A(R*R(f)) = —8n%f . (8.12)
In particular, the theorem provides a formula for f in terms of its Radon transform.
Proof. In view of the previous Lemma,

RN = [ Flamemitas (5.13)

and hence
RURUN@ = [, [~ Fsnem=dsdats). (3.14)

We can now compute that
ARRUN@ = [ [ Flen(@risPeriasioy)
32 J—c0

' (8.15)
— 82 /0 /32 Flsy)e?™ 7 s%do(v)ds = —8m> f(x).

Problems
1. Establish the identity (8.11). In other words prove that
[ LLROEFED a0 = [ f@REde (3.16)
R J§2 R3
for all f € S(R?), and F € S(R x $2), and

R(f) = f (8.17)
Pt
and
RY(F)(a) = [ Fla-7.7)do(). (5.18)
Hint: Consider the integral
///f(t'y + ure; + ugea) F(t, v)dtdo (vy)duidus . (8.19)

Integrating in u first gives the left hand side, while integrating in ¢ and w, and
setting © = tv + ujes + uges, gives the right hand side.
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Supplementary Problem

The following problems relate to the X-ray transform, namely Radon transform in
dimesion d = 2, where the solution to the reconstruction problem is more complicated
than in d = 3 dimensions.

1. Recall that the X-ray transform of a function p is given by
X)) = [ s (5.20)

where L is a line in R2.

We can parametrize this as follows: For each (¢,60) with t € R and 0] < 7, let Ly
denote the line in the xy-plane given by

xcosh+ysinh =t. (8.21)
This is the line perpendicular to the direction (cos6,sin 6) at “distance” t € R from

the origin. Show that for f € S(R?) the X-ray transform of f is then parametrized
by

X(f)(t,@):/L f:/O:Of(tcosﬁ—l—usine,tsinﬂ—ucos@)du. (8.22)

2. Show that if f € S(R?) and X(f) =0, then f = 0, by taking the Fourier transform
in one variable.

3. For F € S(R x$!), define the dual X-ray transform X*(F) by integrating Fover
all lines that pass through the point (z, y), namely all lines L; g with x cos §+ysinf =

t:
X*(F)(z,y) = /F(xcos&—{—ysinH,G)d@. (8.23)

Check that X* is in fact dual to X, in the sense that, if f € S(R?) and F' € S(RxS$!),
then

/ / X(f)(t,0)F(z,0)dtdd — / / 2, 9) X (F)(z, g)dedy (8.24)
4. For every real number a > 0, define the operator (—A)% by the formula
(-0 4() = [ (emigh*f(e)emeas (5.25)
Rd

whenever f € S(R?).

a) Check that when a is a natural number then (—A)*
(a-times) agrees with the usual definition.

b) Verify that (—A)*f is indefinitely differentiable.

|
0
>
~—
o
)
0
>
~—

5. Show that reconstruction formula for the X-ray transform reads

(=M)V2X*(X(f)) =4nf. (8.26)
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Hilbert spaces and Weak Solutions
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Review: The Hilbert space L?(RY)

Recommended Reading

(Stein and Shakarchi, Real analysis, Chapter 4, Sections 1-3).

We will first discuss the prime example of a Hilbert space, namely the space of square
integrable functions, and then discuss Hilbert spaces more generally.

9.1. The space L?(RY)

The space L%(IR?) is the collection of all square integrable functions on R?, and consists
of all complex-valued measurable functions f on R that satisfy

/Rd |f(z)2dz < oo (9.1)

The space of square integrable functions is naturally equipped with the inner product
(f.9)= |  S@)g)da (0.2

and the corresponding norm on L2(R9) is given by

/
190 = 1y = (£ DV = ([ I @)Pas) (9.3)

The integral that appears here is with respect to the Lebesgue measure, and consequently
the condition ||f|| = 0 only implies f(xz) = 0 almost everywhere. Therefore functions
that agree almost everywhere should be identified, and L2(IR¢) should be defined as the
space of equivalence classes under this identification, but in practice this distinction is
conveniently forgotten, and we think of elements in L2(R%) as functions.

In the above definition of the inner product we need to know that fg is integrable on
R¢ whenever f and g are square-integrable. This and other basic properties are gathered
in the following:

Proposition 9.1. The space L2(R?) has the following properties:
1. L2(R%) is a vectorspace.

2. The Cauchy-Schwarz inequality holds: |(f,g)| < || fllllgll
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3. If g € L2(RY) is fized, then the map f — (f,g) is linear in f, and also (f,g) = (g, f)
4. The triangle inequality holds ||f + g|| < ||f]| + |lgll-

We turn our attention to the notion of a limit in the space L2(R%). The norm induces
a metric d on LZ(RY):

d(f,g9) = If —gll2 (9.4)

A sequence of functions f, is a Cauchy sequence if d(f,, fm) as n,m — co. Moreover
a sequence f, is said to converge to f € L2(R%) if d(f,, f) — 0 as n — oc.

The central property that motivates Lebesgue’s theory of integration is that these spaces
— namely the space of integrable functions L'(R?) and here L2(R%), and more generally
LP(RY) — are complete, meaning that every Cauchy sequence in L2(R¢) converges to a
function in L2(IRY). This is not true in the context of Riemann integrable functions.

Theorem 9.2. The space L2(R?) is complete.

The proof uses the main covergence theorems of Lebesgue’s integration theory: mono-
tone convergence, and dominated covergence.
Another property worth pointing out is that:

Theorem 9.3. The space L2(R?) is separable.

This means that there exists a countable collection of functions {f;} in L2(R?) such
that their linear combinations are dense in L2(RRY).

9.2. Hilbert spaces

More generally, the properties we have seen above for LQ(]Rd) are shared by all Hilbert
spaces H:

1. H is a vector space of C or R

2. H is equipped with an inner product (-,-) so that
a) f — (f,g) is linear on H for every fixed g € H

b) (f.9) = (9, f)
c) (f,f)=0forall feH
The induced norm is || f| = (f, f)'/?

3. |Ifll =0if and only if f =0
4. The Cauchy-Schwarz and triangle inequalities hold
[l <Al 17+ gl < LI+ Nl (9-5)

for all f,g € H.
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5. H is complete with respect to d(f,g) = ||f — gl
6. H is separable.

Remark 9.1. In the context of Hilbert spaces we write lim, o, f = f to mean that
limp, o0 [ fn — f]| = 0.

Apart from the square-integrable functions on R?, another important example are the
square-summable sequences.

Ezample 9.1. The space
o0
12(Z) = {a =(...,a_92,a_1,a0,a1,az2,...): a; € C, Z lan|? < oo} (9.6)
n=-—00

is a Hilbert space with the inner product in 12(Z) defined by

(e}

(a,b) = Z aby, . (9.7)

k=—o00

9.2.1. Orthogonality

The inner product allows us to define a notion of orthogonality: Two elements f,g € ‘H
are perpendicular if

(f,9)=0, (9.8)

and we often write f L g.
Proposition 9.4. If f 1 g, then ||f +g|> = || f|> + 19>

A countable collection {ej,eq,...} of vectors in H is called orthonormal if
(ek, 61) = 5kl . (99)

Moreover, an orthonormal subset {ej}7°, of H is called an orthonormal basis for H if
finite linear combinations of these elements are dense in H, or equivalently:

Theorem 9.5. The following properties of an orthonormal set {ex} are equivalent.
1. Finite linear combinations of elements in {er} are dense in H.
2. If f e H and (f,e;) =0 for all j, then f =0.
3. If f € H, and Sy (f) = SN, arer where ay, = (f, ex), then Sy (f) = f as N — oc.
4. If ar, = (f,ex) then | f)?> = 22 |a|?. (Parseval’s identity)

Any Hilbert space has an orthonormal basis, which can be constructed by Gram-
Schmidt starting from a countable collection which is dense and given because H is
separable.
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Ezample 9.2. Tt is useful to keep in mind the example of Fourier series, where

H = L*([—7, ) (9.10)
with inner product
(r.9)= [ f@g@s. (0.11)
As we have seen the functions
en(x) = ™ (neZ) (9.12)

are orthonormal and the coefficients
m .
a = (fren) = [ @) da (913

are precisely the Fourier coefficients. Hence 2. of Theorem 9.5 above looks like uniqueness
of Fourier series: If a,, = 0 for all n, then f = 0. We have already referred to this statement
in Lecture 3 for continuous functions, but it is needed here more generally for functions
f € L3([—m, 7)) € LY([—m,7]), namely integrable functions.

Theorem 9.6. Suppose f € LY([-m,7]). If an, = 0 for all n then f(z) = 0 almost
everywhere.

In view of Theorem 9.5 this implies that the Fourier series converges in L2,
1 ™
If = Sx(DIF = o [ 5@ = Sx@Pde 50 (Vo) (9.1)
—T
where Sy (f) = Xpn<n ane™ and Parseval’s identity holds.

9.2.2. Unitary mappings

Definition 9.1. A linear mapping U : H — H' between two Hilbert spaces H and H' is
unitary if

1. U is a bijection
2. [[Ufllw = [[flla for all f € H.

Moreover two Hilbert spaces H and H’ are unitarily equivalent if there exists a unitary
mapping U : H — H'.

The reason this notion is worth recalling is that all infinite dimensional Hilbert spaces
are unitarily equivalent to 12(Z), and every finite-dimensional Hilbert space over C, or
over R, is equivalent to C? (or R?) for some d € IN.

Proposition 9.7. Any two infinite-dimensional Hilbert spaces are unitarily equivalent.
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Proof. If {e;} is an orthonormal basis for % and {e}} is an orthonormal basis for H’,
then define

Uf = Zaie; f= Zaiei . (9.15)
i i
This mapping is linear and invertible, and by Parseval’s identity

UF1 =3 lasl* = 171 (9.16)
O

Ezxample 9.3. Continuing with the example of Fourier series, Example 9.2 above, we can
view

U:f—{an} (9.17)

as a map from H = L?([—m,7]) to I2(Z). Indeed, we have seen that for any square
integrable function f € H, the sequence {a,} of Fourier coefficients is square integrable,
by Parseval’s identity, and the norm is presevered:

U fllizzy =D lawl> = 1 £12 (9.18)

k

This mapping is also linear, and one-to-one by Theorem 9.6. Therefore it remains to
show that U is onto, which then implies that U is a unitary correspondence. Given
{a,} € 1*(Z), we have that Sy = >_|n|<N @nén is a Cauchy sequence, because

ISy = Sula= 3 a2 =0 (M,N — o) (9.19)
M<[n|<N

Since H is complete there exists f € H such that ||f — Sy| — 0 as N — oo. Moreover
the Fourier coefficients of f are (f,ex) = limy_00(Sn, ex) = ag, so Uf = {a,}.

This example is in itself a motivation for the space L?([—n, 71]): While for any Riemann-
integrable function f on the circle, the Fourier coefficients are in [?(Z), and Parseval’s
identity holds:

> Janl =5 [ 15(6)as. (9.20)

n=—oo

it is not true that for any sequence in {a,} € I>(Z) we can find a Riemann integrable
function whose Fourier coefficients are a,. The reason is that the space of Riemann
integrable functions is not complete, and the feat of Lebesgue measure theory is to provide
such a completion L2([—m,7]). With respect to these complete spaces the relationship
between a function on the circle and its Fourier coefficients is a unitary equivalence.
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9.2.3. Supplement: Fourier series

A few comments about the proof of Theorem 9.6.

Recall from (3.3) the Poisson kernel P.(y) = %0 rl*le™V. We have already shown
in Lecture 3 that for Riemann integrable functions f,
0 ' 1 -
S e = — / F(x — y)Po(y)dy. (9.21)
n=-—o00 21 J—r

More generally, for functions in L'([—,7]) this can be established with the help of the
dominated convergence theorem, after evaluating the right hand side term by term. We
have also seen in Lecture 3 that P,() is a family of good kernels, so we would like to
conclude with Theorem 2.2 that (f % P.)(z) — f(z) as r — 1, which holds at every point
of continuity of f, but which we cannot assume here. Instead we apply Theorem 9.8
which gives that (f % P.)(z) — f(x) almost everywhere. In conclusion,

oo
Z anr"e™ — f(z) for almost every x as r—1. (9.22)

n=—oo

In particular, if a,, = 0 then f(z) = 0 almost everywhere.

Problems

1. a) Show that neither the inclusion L2(R%) C L!(RR%) nor the inclusion L'(R%) C
L2(R%) is valid.

b) Note, however, that if f is supported on a set E of finite measure and if f €

L2(R%), then by the Cauchy-Schwarz inequality applied to fxg, f € L'(R%)

with
1Az ey < 1EIY2I1F | p2qrey (9.23)
c) If f is bounded, say |f(z)| < M, and f € L}(R?), then f € L2(RY) with
£l 2y < MY Il g (9.24)

2. Let n(t) be a fixed strictly positive continuous function on [a, b]. Define #,, to be
the space of all measurable functions f on [a, b] such that

[ 1rOP < oo (9.25)

and the inner product on H,;, by

b -
(f.9)= | FOg@n(t)dt. (9:26)
Show that H, is a Hilbert space and that the mapping
U:fn'/2f (9.27)

gives a unitary correspondence between H,, and L?([a, b]).
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Supplement: Approximation to the identity

In the Digresssion following Lecture 2 we have introduced the notion of good kernels
K and shown that whenever f is bounded, then (f * Kj)(x) — f(x) as 6 — 0 at every
point of continuity of f. To obtain a similar conclusion for functions f € L'(R%), namely
that this is true almost everywhere, we need to strengthen our assumptions on the kernels
K, and the resulting narrower class of kernels will be referred to as approximations
to the identity.

A family of integrable functions K on R? is an approzimation to the identity if

1. [gra Ks(x)dz =1 for all § >0
2. |Ks(z)| < A6~ for all 6 > 0.
3. |Ks(z)| < A§/|z|% for all § > 0 and z € R

Remark 9.2. An approximation to the identity is always a family of good kernels. In
other words, these conditions are stronger than those for good kernels.

Theorem 9.8. If {Ks} is an approzimation to the identity and f € LY(RY), then
(f « Ks)(z) — f(x) (0 —0) (9.28)

for every x in the Lebesgue set of f. In particular, the limit holds for almost every .
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Review: Linear subspaces and maps

Recommended Reading

(Stein and Shakarchi, Real analysis, Chapter 4, Sections 4).

9.1. Closed subspaces and orthogonal projections

In an infinite dimensional Hilbert space H, such as LQ(IRd), not all linear subspaces are
closed. For example the space of Riemann integrable functions R C L2(R%), or Schwartz
space S(R?) c L?(R?) are not closed. A linear subspace S C H is closed if, whenever
fn C S converges to some f € H, then f belongs to S.

Lemma 9.1. Suppose S is a closed subspace of H and f € H. Then

1. There exists a (unique) element go € S which is closest to f, in the sense that

15 = goll = it 1 = g (0.1

2. The element f — go is perpendicular to S,
(f —90,9) =0 forallge S. (9.2)

Proof of 1. If f ¢ S then d = infyes || f — g|| > 0 because S is closed. Consider a sequence
{gn} in S such that ||f — gn|| — d. This tells us in particular that the sequence {g,} is
bounded, and in finite dimensions we could infer that there exists a convergent subsequence
9n,» which would give us the element go = limy_, gn, . However, it is precisely this type
of compactness that fails in general.

Instead we can show that g, is a Cauchy sequence using the parallelogram law,
which states that

le 4yl + 1z =yl = 2[ll=l* + [9]?]  (z.yeH). (93)
Applied toz = f — g, and y = f — g, we get
12F = (g0 + g I* + llgn = gmnll* = 2[ 11 = gal® + 1 = gmn?] (9:4)
and since g, + gm € S, ||2f — (gn + gm)||* > 4d?, so it follows

g = gmll? < 2[1f = gall? + 1f — gml?] — 402, (9.5)
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and hence ||gn, — gm||> — 0 as m,n — oo, because ||f — gn|| — d as n — oo. Since H is
complete g, — g for some g € H, and since S is closed, g € S. O

Further to the concept of orthogonality we define the orthogonal complement S+

of any subspace S by:
St={feH:(f.9)=0, g5} (9-6)

Note that S+ is always a closed subspace. Indeed, in general if f, — f, then (fn,g) — (f,9)
because by the Cauchy-Schwarz inequality:

[(Fn=F DI <= flllgl =0 (n—00). (9.7)
Hence if f,, € St, 50 (fn,9) =0 for all g € S, then (f,g) =0 forall g € S, so f € S*.

Proposition 9.2. If S is a closed subspace of a Hilbert space H, then
H=SaS". (9.8)

The proposition says that every element f € H can be written uniquely as f = g+ h,
where g € S and h € St; we say H is the direct sum of S and S*.

Proof. For any f € H, choose gy € S as in the Lemma, then

f=71—9+9, (9.9)
and (f—go, go) = 0. To prove that the decomposition is unique not that if f = g+h = G+h,
then g — § = h — h, and since SN S+ = {0}, we get g = g, and h = h. O

This decomposition also entails a natural projection onto S defined by
Ps(f)=y, where f =g+h, geS,heSt. (9.10)

This map is called the orthogonal projection on S and satisfies the following properties:
1. Ps is linear
2. Ps(f) = f whenever f € S and Ps(f) = 0 whenever f € St
3. Ps()Il < 1] for all f € M.

Ezample 9.1. Given a function f € L?([—m, 7]) the partial sum

N
Sn(f)@) = D ane™  an=(fen)  en(z)=e"" (9.11)
n=—N
is a projection to the closed subspace spanned by {e_x,...,ex}. We have seen that this

projection can also be expressed as
1 ™
Sv(H@) =5 [ Dxe— )iy (912

where Dy is the Dirichlet kernel.

90



MAST90133

9.2. Linear transformations

We have already encountered two classes of linear maps: unitary mappings and orthogonal
projections. There are many other important classes of linear transformations, such as
“compact operators”, and “closed operators”, and “linear functionals” which will play an
important role in Lecture 9.

A mapping T : H1 — Hs from one Hilbert space to another is a linear transfor-
mation (or linear operator) if T'(af + bg) = aT'(f) + bT(g) for all scalars a, b and
f,9 € Hi. A linear operator is bounded if there exists a M > 0 so that

TPl < M| fllwy,  feMa. (9.13)

The norm of T is the smallest such number M, or more precisely the greatest lower
bound of the set of numbers M for which this inequality holds:

IT| = inf{M} (9.14)

Ezample 9.2. The identity I(f) = f is a unitary operator, and an orthogonal projection,
with || I|| = 1.

Lemma 9.3.
T[] =sup{[(Tf. g)| : [[f| <1, llgll <1} (9.15)

Proof. Let A be the number defined by the right hand side.
Let M > ||T||, then by the Cauchy-Schwarz inequality, whenever | f|| <1, ||g|| <1,
(T, )l < T flllgll < M, (9.16)

we see that M is an upper bound, so A < M, and thus A < ||T||.
Now let M > A. If we can prove that then (9.13) holds, this shows that ||T'|| < A. We
can assume that T'f # 0 for otherwise the inequality is trivial. Set

f ,_ ITf
fl=— g == (9.17)
il 1T
then by assumption
(Tf',¢d)<A<M (9.18)
but (T'f",¢') = |Tf||/|f|l, which shows that || f[| < M| f]. O

A linear transformation is continuous if T'(f,) — T'(f) whenever f,, — f. It is well
known that for linear operators on a Hilbert space continuity and boundedness are
equivalent.

Proposition 9.4. A linear operator T : Hi1 — Ho is bounded if and only if it is
continuous.
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Problems

1. (Revisit this problem after Lecture 9.) Let P = Ps be the orthogonal projection
onto a closed subspace S in a Hilbert space H.

a) Show that P? = P and P* = P

b) Conversely, if P is a any bounded operator satisfying P? = P and P* = P,
prove that P = Ps is the orthogonal projection associated to the some closed
subspace S of H.

c¢) Using the projection Ps, prove that if S is a closed subspace of a Hilbert space,
then S is also a Hilbert space.

2. Suppose P; and P» are a pair of orthogonal projections on S7 and S5, respectively.
Then P P, is an orthogonal projection if and only if P; and P> commute, that is
PP, = P, P,. In this case, P| P, projects onto &1 N So.
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Riesz representation theorem and adjoints

Further Reading

(Stein and Shakarchi, Real analysis, Chapter 4, Sections 5.1, 5.2, and 2.3, and
Chapter 5, Section 1).

9.1. Linear functionals

A linear functional [ is a linear map from a Hilbert space H to the underlying field of
scalars,

l:H—C, (9.1)

where the C is equipped with the norm | -|. A linear functional [ is continuous if
lim,, 00 {(fn) = I(f), whenever f,, — f in H.

Ezample 9.1. For each fixed g € H, a linear functional is defined by

ly(f) = (f,9) - (9-2)

This functional is clearly bounded, hence continuous, by the Cauchy Schwarz inequality.
In fact,

gl = Tlgll - (9:3)

The remarkable fact is that these are all the linear continuous functionals on a Hilbert
space.

Theorem 9.1 (Riesz representation theorem). Let [ be a continuous linear functional
on a Hilbert space H. Then there exists g € H such that

=g  feH. (9-4)
Moreover ||l|| = ||g]|-

Proof. The idea is to consider the null space of [,

S={fen:iuf =0} (9.5)
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If S = H then [ = 0 and we can choose g = 0. Suppose then that S & H. The important
point is that S is a closed subspace. Indeed, if f, — f € H, where f, € S, then

U(f) = Jim U(fa) = 0. (0.6

because [ is continuous, so f € S.
Now choose any fo € H \ S, then by Prop. 9.2, we can find some gy € S, and
0# hy €S+,

fo=2g90+ho. (9.7)
Since hg # 0 we can set
ho
h=———. (9.8)
1ol
Now given any f € H, we can find a linear combination u of f and h in S:
u=1U(h)f—=1Uf)h l(u) =0 (9.9)
This means that (u, h) = 0, and since ||h|| = 1, we infer
0= (u,h) = (I(h) f, h) = 1(f) (9.10)
or alternatively, L
1(H=C=9) g=Uhh. (9.11)
Therefore [ = [ 4, and as we have seen above ||l4|| = | g]|-
O

9.2. Adjoints

As a first application of the Riesz representation theorem we will infer the existence of
an “adjoint” transformation.

Theorem 9.2. Let T : H — H be a bounded linear operator. There exists a unique
bounded linear operator T* on H, the so-called adjoint of T', so that:

1. (Tf,g) = (f,T"g)
2T = 1Tl
3. (T*)*=T.
Proof. We can view, for each fixed g € H,
1(f)=(Tf.9) (9.12)

as a linear functional, which is bounded because T is bounded. Consequently, by the
Riesz representation theorem, there exists h € H so that

1(f) = (f;h). (9-13)
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We can then define
T g=nh. (9.14)

It is clear that T is linear, and by definition (T'f,g) = (f,h) = (f,T*g). In fact, for any
fget,

(T°f.9) = (9, T*f) = (Tg, f) = (f, Tg) (9.15)
which shows that (77)* = T. Moreover by Lemma 9.3,

1T = supf[(T*F, )] = [If1] < 1, llgll < 1} (9.16)
=sup{|(f, Tg)| - [FI <1, llgll <1} = [IT]| - '

O]

Remark 9.1. An operator is called symmetric! if 7% = T'. In this case, one can show
that

17| = sup{[(T'f, /)l : Il f]| = 1} (9.17)
Remark 9.2. If T and S are bounded linear transformations of H to itself, then so is T'S.
Moreover
(TS)" =S5*T~, (9.18)
because (T'Sf,g) = (Sf,T*g) = (f,S*T*g).

Remark 9.3. There is an associated bilinear from to each bounded linear operator T,

B(f,9)=(Tf.9)- (9.19)
More precisely, B is linear in f, but conjugate linear in g. Also by Cauchy-Schwarz,
[B(f; )| < ITI1Lf gl - (9.20)
Conversely, if B is a bilinear form, which satisfies
1B(f,9)l < M| fllgll (9.21)

for some M > 0, then by same argument gave the existence of the adjoint, we can show
that there exists a unique bounded linear transformation 7' so that

B(f.9)=(Tf.9)- (9.22)

9.3. Extensions and completions

In applications of the Riesz representation theorem the linear functional in question, I, is
often at first not defined on the whole Hilbert space H, but merely a dense subspace Hp.
For example, when we discuss constant coefficient partial differential equations, we will
deal with functionals first defined on Hy = C§°, namely the space of smooth functions of
compact support, as a subspace of # = L?. We thus need to discuss the notion of an
extension of a linear functional.

'For bounded operators the terms symmetric, self-adjoint, and essentially self-adjoint can all be used
synomymously, but for unbounded operators their definitions diverge.
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9.3.1. Pre-Hilbert spaces

A pre-Hilbert space is a space Hg which has all the properties of a Hilbert space except
completeness. A completion of Hj is a Hilbert space H such that

1. Ho CH

2. (f?g)o = (fa g) whenever f:g € HO
3. Hg is dense in H.

In most cases of interest to us the completions will be known to us, and the spaces Hg
will be explicit subspaces of a given Hilbert space H. However, it is worth pointing out
that a completion always exists, and is unique up to isomorphisms.

Proposition 9.3. Given any pre-Hilbert space Ho there exists a completion H of Ho.

The proof proceeds by the construction of H as the collection of Cauchy sequences
{fn} with f,, € Ho. One defines an equivalence relation in this collection by saying that
{fn} is equivalent to {f)} if f, — f} converges to 0 as n — oo. H is then taken to be the
space of equivalence classes. Note that H contains Hg in the form of the elements {f,},
with f, = f € Ho. An inner product on H is defined by

(f7g) = 7}l_>ngo(fn7 gn) (923)

where the sequences { f,,}, and {g,} represent f, and g respectively. One can show that
‘H with this inner product is indeed complete.
9.3.2. Extensions

Suppose H is the completion of a pre-Hilbert space Hg, and suppose [y is a linear
functional on Hy which is bounded, namely

NI < MIfI (f € Ho) (9.24)

We would like to define the extension I of ly to H. For any f € H we can choose
fn € Ho such that f, — f in H. Therefore

[L(fn) = U(fm)| < M| fo = fiull =0 (m,n — o0) (9.25)

and thus {/(f,)} is a Cauchy sequence, and we may define
) = lim 1(f) (9.26)

This is well-defined, namely independent of the choice of the sequence {f,}: If g, is

another sequence in Hg that converges to f in H, then [I(f,) — l(gn)| < M||fr — gnll <

M| fn— fll + M||f — gnll = 0, and we conclude that {I(g,)} converges to the same limit

as {l(fn)}- The extension [ is a bounded linear functional on #H, with |I(f)| < M||f]|.
This is a special case of the following
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Lemma 9.4 (Extension principle). Let Hi and Ho denote Hilbert spaces with norms
|- [l1 and || - ||2, respectively. Suppose S is a dense subspace of Hy and Ty : S — Ha is a
linear transformation that satisfies

ITo(llz < MIfll, (f€S). (9.27)
Then Ty extends to a unique linear transformation T : H1 — Ha that satisfies
1Tz < M| flln - (f € Ha). (9.28)

9.3.3. Fourier transform on 1.2

An example of this extension procedure is the definition of the Fourier transform on
L2(R%). We have previously defined the Fourier transform on Schwartz space, so let us
denote for this purpose by Fy the map
FoH)=F (FeS®) (9-29)
This is a linear map from S(R?) to S(R?), which is bounded in view of Plancherel’s
identity:
[ Jf©Pag = [ 1), (930
i R4
The idea is, as suggested above, to define the Fourier transform F as the extension
of Fy to L2(R%): If {f,} is a sequence in Schwartz space that converges to f in L%(R%),
then {Fo(f,)} will converge to an element in L2(IR?) which we will define as the Fourier

transform of f. For this procedure to work we need that every L? function can indeed be
approximated by functions in Schwartz space.

Lemma 9.5. The space S(RY) is dense in L2(R%). In other words, given any f € L2(R%),
there is a sequence {fn,} C S(RY) such that || f — fallL2may = 0 asn — occ.

Thus we can apply Lemma 9.4 to the case H; = Hs = L2(RY), S = S(R?), and
Ty = Fo. This yields a bounded linear map F, which is the the extension of Fy in the
sense that for any f € L2(R9),

F = lim Fo(fn) (9.31)

where f, € S(RY) is an approximating sequence f,, — f in L2(R9).

Theorem 9.6. The Fourier transform Fo, initially defined on S(R?), has a (unique)
extension F to a unitary mapping of L2(R?) to itself. In particular, for all f € L2(RY),

[F () z@ay = [1fllL2ra) - (9.32)

Problems

1. If T is a bounded linear operator on a Hilbert space, prove that
|1TT*|| = |T*T(| = |TI* = | T*[|*. (9.33)

2. Prove the statement about bilinear forms made in Remark 9.3.
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Constant coefficient partial differential
equations

Further Reading

(Stein and Shakarchi, Real analysis, Chapter 5, Sections 3).

In this lecture we turn to general linear partial differential equations in R of the form

L(u) = f (10.1)

L= % aa(ﬁ)“ (10.2)

The wave equation, the heat equation, and Laplace’s equation are all examples of this
class of equations, and as in these special cases we may try to understand the solution in
the case that v and f are in Schwartz space, which then leads to the equation

P = f, (10.3)

where P(€) is the characteristic polynomial of L defined by

P(&) = > aa(2mi&)*. (10.4)

lal<n
Thus a solution wu, if it exists, and is in S(R?), would be determined by

()

w(§) = == (10.5)
()

This is not always possible, and too restrictive in general, but nonetheless the character-

isitic polynomial is an important concept related to (10.1). A larger class of solutions,

understood in a wider sense, are the following “weak solutions.”
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10.1. Weak solutions

Let Q C R? be an open set, then we denote by C3°(Q2) the smooth functions of compact
support in Q.

Lemma 10.1. The space C3°(Q) is dense in L*(Q2).
Proof. For f € L2(RY), set

f(z) if |[z| < M and d(x,Q¢) > 1/M and |f(x)] < M

. (10.6)
0 otherwise,

gm(z) = {

then gar(z) — f(x) as M — oo almost everywhere in Q, and |f(z) — ga(2)|> < 4|f(2)|?
so by dominated convergence, ||gas — f|| — 0. Now for given € > 0, let g = gps, with M
so that

If = gnmlliz) <€/2. (10.7)
It remains to approximate g by a smooth function of compact support, which can be
achieved by a process called regularization (or mollification), which yields a smooth
function of compact support g x K5, where K is an approximation to the identity, such
that (g * Ks)(z) — g(z) almost everywhere. In fact, by choosing § < 1/M, we can
ensure that the support of gjs * K is contained in ). Therefore again by the dominated
convergence theorem ||g * K5 — g|| — 0, and so we can find § < 1/M such that

llg —g* Ks|| <e€/2. (10.8)
O

Besides C{°(€2) we will also use the spaces C"(£2) consisting of all function f on
with continuous partial derivatives up to order n, and the space C”(Q) consisiting of
those functions on § that can be extended to functions in R? that belong to C™(R%). We
note, for each natural number n,

C(Q) © C*(Q) © C*(Q). (10.9)

Now for ¢, 1 € C3°(2), we have by integration by parts,

/oo(axjw)(:v r)dr; = / ()0, ¥ (x)dz; (10.10)

—0o0

because both functions have compact support. More generally,

(Lo.w) = [ (Lo)@)i)dr = (0. L) (10.11)
where L* is the (formal) adjoint operator of L defined by
Hlel
L* = gy — . 10.12
> ()l (10.12)

laj<n
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Note that the identity (10.11) continues to hold for ¢ € C"(£2), because the boundary
terms still vanish with ¢ € C§°(Q). In particular if (10.1) holds in the strong sense,
namely u € C™*(Q2), and

Lu=f (10.13)

then we have
(fi) = (u, L) ¢ € CF(Q). (10.14)
Definition 10.1. For any f € L%(Q), a function u € L?(Q2) is a weak solution to the
equation Lu = f in Q, if for all ¢ € C3°(Q?),
(u, L™Y) = (f,¢). (10.15)
As we have seen any strong solution is a weak solution of Lu = f. However, not all
weak solutions are strong solutions, in the ordinary sense.

Ezxample 10.1. Consider the 1 + 1-dimensional wave equation. Here

L(u) = —0u + 02u (10.16)
where (¢,2) € R x R. Consider initial data corresponding to a “plucked string”, so
u(0,z) = f(x) Ju(0,z) =0, (10.17)
where f is a piecewise linear function, say on the interval [0, 7],
h
f(x)z{;;‘r_ ) giiii (10.18)

where h > 0, and 0 < p < 7. If we extend f as an odd function to [—7, 7], and then to R
as a 2m-periodic function, then we expect that by d’Alembert’s formula

u(z,t) = f(x”);f(x_t) . (10.19)

Note that by construction u(0,t) = u(w,t) = 0, but u is not twice continuously differen-
tiable, hence not a strong solution. Nevertheless it is a weak solution:
We need to verify that

(u, L*Y) =0 ¢ € C(R?). (10.20)

Let us define

Un(2,t) = f”(‘rﬂ);‘f”(w—t) (10.21)

where f,, approximates f in the sense that f, is a sequence of smooth functions on R such
that f,, — f uniformly on every closed interval. Then L(u,) = 0 and hence (u,, L*¢) =0
for every 1 € C3°(R?), which implies by uniform convergence that

0= (up, L™) = /]R2 up (t, ) (L*Y) (t, z)dtde — (u, L) . (10.22)

Ezxample 10.2. Another instructive example is the operator L = % on R. If Q = (0,1),
then v € L2(Q) is a weak solution to Lu = f, for some f € €, if and only if there is
an absolutely continuous function F on [0, 1] such that F(z) = u(x), and F'(z) = f(z)
almost everywhere. Cf. Problems below.
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10.2. Existence of weak solutions

Having discussed the notion of a weak solution, we will now prove that they always exist
for constant coefficient partial differential equations.

Theorem 10.2. Suppose Q2 is a bounded open subset of R%. Given a linear partial
differential operator L with constant coefficients, there exists a bounded linear operator
K on L2(Q) such that

LIKf)y=f in the weak sense (10.23)

whenever f € L2(Q). In other words, u = K(f) is a weak solution to L(u) = f.

The map K is sometimes called the solution map. It cannot exist unless L is surjective.
Now for bounded operators T on a Hilbert space H,

ker(T*) = range(T)*, (10.24)

because if g € range(T)* is equivalent to (g, Tu) = 0 for all u € H, which is equivalent
to (T*g,u) = 0 for all u € ‘H, which holds if and only 7*g = 0. So a bounded operator is
surjective if its adjoint has trivial kernel, namely if the adjoint is injective. This argument
does not directly apply to the differential operator L, but we can nonetheless prove
the following central estimate, which is a quatitative version of the required injectivity
property of L*:

Proposition 10.3. There exists a constant C such that for all ¢ € C§°(£2),

[¥llr2@) < ClIL™ Y[L2(q) - (10.25)
Now consider the pre-Hilbert space Ho = C3°(£2) equipped with the inner product
()= (L0, L), lello = IL"¢llL2( - (10.26)

In particular L* is then bounded as a map from Ho to L?(€2). We have seen in Proposi-
tion 9.3, that there exists a completion H of Hg, and Proposition 10.3 tells us that any
Cauchy sequence in H is also a Cauchy sequence in L2(Q), which is complete, thus we
can identify H with a subspace of L2((2),

HCL3(Q). (10.27)

Moreover, in view of Lemma 9.4 L* extends to a bounded linear transformation on H,
which we again denote by L*. To avoid confusion, let us denote the inner product in H
The aim is to show that for any f € L2(Q2), there exists u € L2(€2) such that for all

¥ e G (9),
(f;9) = (u, L") (10.28)

and u depends linearly on f. So let us define for fixed f € L2(2), a linear functional Io
on Ho,

lo(¢) = (¢, f) (10.29)
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which is continuous, because by the Cauchy-Schwartz inequality, and Proposition 10.3,

()| < [I¥ll2llfll2 < Cllvblloll.fll2 < M1 llo (10.30)

with M = C|| f||2. Therefore Iy extends to a linear bounded functional [ on H, and
W) < Mllvll, ven. (10.31)

The Riesz representation theorem now gives the existence of an element U € H,
such that

() = (,U) (10.32)
so in particular for all ¢ € C§°(Q2),
(@, f) = @) = (¢, U) = (L', L'U) = (L™, u) (10.33)

where u = L*U € L?(f2). The assignment K : f + u is linear, so it remains to show that
K : L%(Q) — L%(Q) is bounded. We have

1K fllez@) = lulliz) = 1L Uz = 1Ullx = U < Cllfll2- (10.34)

10.2.1. Comments on the proof of Proposition 10.3

The proof of the key estimate, in this generality, relies on a fair amount of complex
analysis.

First note that in view of Plancherel’s identity the claim is that for any smooth function
¥ e G (),

1¥]l20) = WHL%Rd) < CIL* Y|l 0 (10.35)
and e e A
LYoy = IL*¥[l12mey L 9(E) = Q§)Y(E) (10.36)

where () is the characteristic polynomial of L*.

The approach is to reduce the estimate to an inequality for holomorphic functions and
polynomials. For simplicity consider the d = 1-dimensional case. Suppose f € L2(R) is a
function supported on the interval [—M, M]. Then

M

f(e) = / f(x)e 2™ qy (10.37)

-M

We can then extend f to a holomorphic function in the complex plane C,

R M )
fewim = [ fayemmezmitda, (10.38)

and by Plancherel’s identity, viewing the left hand side as the Fourier transform of the
function f(x)e?™" (for |x| < M) for fixed n > 0,

[ i+ inPag < e [ 1 p)Pas. (10.39)
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Given Q C R, and ¢ € C§°(Q2), we may apply this consideration to the function

f(@) = (L) (x) (10.40)
with M > chosen such that © C [—M, M]. Since f(£) = Q(£)¥(€) this yields

/OO Q& + in)h(€ + in)|2de < et M /Oo |L*p|?da . (10.41)

—00 —

and by substituting & = & + cos(6), and setting n = sin(f), we obtain in particular

/ 1Q(& 4 cos 0 + isin 0)1)(€ + cos 0 + i sin 0)[2d¢ < e47rM/ |L*2dz.  (10.42)

—00

The point is that the left hand side, after integration in 6, actually bounds |4 (€)|?,
namely

[h(&)|? < % /027r |Q(& + cos 0 + i sin 0))(€ + cos 0 + i sin 0)]>d0. (10.43)

This peculiar inequality is a consequence of the following Lemma.

Lemma 10.4. Suppose P(z) = 2™+ ...+ a1z + ag is a polynomial of degree m. If F is
a holomorphic function on C, then

1
IF(0)) < —
2

/0 7 P(e®) F ()20 (10.44)

~

An application of the Lemma to F(z) = ¢(§ + 2), and P(z) = Q(§ + z), gives
the inequality (10.43), provided we choose without loss of generality the leading order
coefficient in ) to be 1. Finally, integrating in £, gives the desired estimate:

oo 1 2 o0 N
/ [D(&)* < 2*/ / |Q(& + cos @ + isin @)y (& + cos @ + isin 0)|*dedd
—00 ™ Jo )
< e4’fM/ |L*2dz . (10.45)
It remains to understand the statement of the Lemma which in the case P = 1 reads

1
IF(0)] < —
21

2 .
/ |F(e%)[2d6 (10.46)
0
This in turn is an immediate consequence of the mean value property of holomorphic
functions, cf. Lecture 6, Proposition 6.4,

1 2w

F(¢) F(C+re?)dd. (10.47)

:ﬂo

The general case actually follows from (10.46) with a suitable factorization of P.
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Supplement: Mollification
Consider a function ¢ on R¢ with the following properties:
1. ¢ is smooth
2. the support of ¢ is contained in the unit ball
3. >0
4. [pap(x)ds =1

For instance,

1

p=r

o(z) =" ol <1 (10.48)
0 |x| > 1

is a function with these properties, provided we choose ¢ such that its integral is 1.
Given such a function ¢ we obtain an approximation to the identity defined by

Ks(z) = (%dcp(x/(;). (10.49)

Given a bounded function g, supported on a bounded set, the convolution g x Kj is
also bounded, and supported on a bounded set,

(9% Ks)@) = [ 9(o)Kslz —y)dy. (10.50)

R4

Indeed if g is supported in Q, then g * K is supported in Q; = {z € R?: d(x,Q) < 1},
provided 6 < 1. Moreover, if |g(x)| < M, then

(g K5) ()| < suplgl [ Ki(w)dy < M (10.51)

independently of 6 > 1. Finally, g * K; is smooth, because we can differentiate under the
integral, and all derivatives are also supported in 2.

Supplementary Problems
1. Suppose F and G are two integrable functions on a bounded interval [a, b]. Show

that F/ = G in the weak sense if and only if F' is absolutely continuous and
F'(xz) = G(z) for almost every z.

Hint: By definition

b b
/a G(z)Y(z)dz = —/a F(x)y' (x)dz (10.52)
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106

for any smooth function v of compact support in [a,b]. Now choose 9, to be an

approximation to the piece-wise linear function wg:%, where

a<r<f

0<z<a—-h orf+h<zx<l1
(x—a+h) a—h<zr<a
— 3@ —-p) B<z<B+h

(10.53)

&=
G
—
S
S~—
Il
—= = O =

and evaluate the integrals.

Let H denote a Hilbert space H, and L(H) the vector space of all bounded linear
operators on H. Given L£(H), we define the operator norm by

IT|| = inf{B : ||Tv|| < B||v||, for all v € H}. (10.54)

a) Show that |71 + T|| < ||T1]| + ||T2|| whenever Ty, Ty € L(H).
b) Prove that d(T1,T) = ||T1 — T3|| defines a metric in L(H).
c¢) Show that L£L(H) is complete in the metric d.

There are several senses in which a sequence of bounded operators {1}, } can converge
to a bounded operator T in a Hilbert space H. First there is norm convergence,
that is || T, — T'|| — 0. Next, there is strong convergence, that requires that

T.f =>Tf (n — o0) (10.55)
for every f € H. Finally, there is weak convergence that requires that
(Tnf 9) = (Tf,g)  (n— o00) (10.56)

for every pair of vectors f,g € H.
a) Show by examples that weak convergence does not imply strong convergence,
nor does strong convergence imply norm convergence.

b) Show that for any bounded operator T there is a sequence {7},} of bounded
operators of finite rank so that T,, — T strongly as n — oo.



Lecture 11.

Dirichlet’s problem

Recommended Reading

(Stein and Shakarchi, Real analysis, Chapter 5, Sections 4).

Let us return to the boundary value problem for Laplace’s equation in two dimensions:

Dirichlet problem: Given a bounded open set € in R?, and a continuous function f on
the boundary 012, find a function u such that

Au=0 tin (11.1a)
u=f :on 092. (11.1b)

We have solved this problem in special cases:
In Lecture 3 we have seen that in the case of the unit disc, @ = D = {z : |z| < 1}, in
R?, the solution is given by

u(r cos 0, rsin ) = ;/: FO) PO — 0)de (11.2)

where P, is the Poisson kernel for the unit disc.
We have also obtained, in Lecture 6, the solution to the problem in the case of the
upper half plane, Q = {(z,y) : y > 0}, which is given similarly by

u(z,y) = /Oo Py — ) f(1)dt (11.3)

—00

where P, is the Poisson kernel for the upper half-plane.

In general, however, namely when Q or f do not have special symmetries, there are no
explicit solutions, and other methods are need to prove the existence and uniqueness of
solutions.

Another approach is given by the idea that the solution to (11.1) should be given by a
function which, compared to any other function with the prescribed boundary values,
minimizes the enerqy:

D(u) = /Q V2 (11.4)

Moreover, given the positivity of the Dirichlet energy D(u) > 0, a minimizer should
always exist.
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Lemma 11.1. Suppose there exists a function u € C2(Q) that minimizes D(u) among
all U € C%(Q) with Ulpq = f. Then u is harmonic, Au = 0 in Q.

Proof. For functions F and G in C?(Q) define the inner product
(F,G) :/VF-W. (11.5)
Q

If v € C?(Q) is a function with trivial boundary data v|pq = 0, then u + ev has the
prescribed boundary values f, so by assumption

D(u+ ev) > D(u) . (11.6)
However,
D(u+ ev) = (u+ ev,u + ev) = D(u) + €(u,v) + e(v,u) + €D(v) (11.7)
which shows that
e{u,v) + e(v,u) + D(v) > 0. (11.8)

Since € can be both positive or negative, this can happen only if Re(u,v) = 0. Similarly,
by the same argument for the function u + iev, we infer that Im(u,v) = 0.
Therefore, by integration by parts for all v € C2(Q) with v|sq = 0,

0= (u,0) = —/(Au)ﬁ (11.9)
Q
which implies that Au = 0 in €. O

This Lemma is a strong indication that the problem can be solved using Dirichlet’s
principle, or more generally by an “action principle” — namely the idea that the
solution to the boundary value problem can be found as the function that minimizes the
Dirichlet energy, or more generally an action — however, there are also indications that
it cannot:

Example 11.1. Consider the simpler one-dimensional problem of minimizing the integral

1
D) = [ |ap!(@)Pda (11.10)
-1
among all C! functions on [—1, 1] that satisfy ¢(—1) = —1, and ¢(1) = 1.

Claim: The minimum value of the integral is zero, however there is no C! function with
the prescribed boundary values that achieves this minimum.

Let ¥ be any smooth function on the real line with ¥(z) = —1 for < —1, and
(z) =1for z > 1, and ¢'(x) > 0 for —1 < x < 1. Then set, for each 0 < € < 1,

1 T > €
Qe(x) = q(zfe) —e<z<e (11.11)
-1 r < —¢
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Then ¢, has the desired boundary values, and

€ 1
Dig) = [ lav(a/a/dPde=c [ wldy—0 (-0, (1L12)

However, if D(p) = 0 for some function ¢ € C1([—1,1]) then ¢/(x) = 0 which means that
 is constant, and cannot satisfy the boundary conditions.

This example shows that positivity of the integral alone does not imply the existence
of a minimizing function. Another concern is that the integral may not be finite for a
solution.

Ezxample 11.2. There are functions f on the circle so that the solution u to the Dirichlet
problem on the unit disc given by (11.2) has infinite Dirichlet energy D(u). Examples
include functions f which are continuous but not differentiable.

Despite these difficulties this approach does indeed lead to success, if applied appropri-
ately. As already suggested in the proof of Lemma 11.1, we can view the space C'(2) of
“competing functions” (for the minimum) as a pre-Hilbert space Hy endowed with the
inner product (11.5). The solution will then be found in the completion H of Ho, and
this will require some analysis of this problem in L?((2).

More precisely, consider Ho = C'(Q) endowed with the inner product (11.5), then the
corresponding norm is

[ull = IVulli2 () - (11.13)

Note that [|u|| = 0 implies that u is a constant, thus Ho should really be defined as
equivalence classes of continuously differentiable functions on © which differ by constants.

Now let H be the completion of Hp, and let Sy be the linear subspace of C'(Q)
consisting of functions that vanish on the boundary of 2. Note that distinct elements in
Sy remain distinct in Ho under the above equivalence relation, so Sy can be identified
with a subspace of Hy. Moreover, let S be the closure of Sy in H, and let Pg be the
orthogonal projection of H onto S.

In order to solve Dirichlet’s problem in these spaces, let us first make the additional
assumption that f is the restriction to 9Q of some function F € C1(€Q),

f = Floq. (11.14)

Then we seek the solution w as the limit, in a suitable sense, of a sequence {u,} of
functions u, € C'(Q) with u,|sq = Floq, with the property that ||u,|| converges to
the minimum value of the Dirichlet energy. This means that v, = F — u, € Sy, and
Uy, = F — v, is a sequence that minimizes the distance from F' to Sy in H.

We now apply the main Lemma about closed subspaces and orthogonal projections
from Lecture 9.2.3. Since v, € Sp C S, and S is closed, we know from (the proof of)
Lemma 9.1 that the limit v, — v € § exists, and hence also u = F — v = lim,,_,oc Uy
exists, and satisfies

[ull = |F = vl| = inf [F —vp]]. (11.15)
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In fact,
u=F—-veSt, wv=Psg(F), u=F-PsF). (11.16)

We could now proceed as for Proposition 10.3 to show that for any function v € Sy,

/ ]2 < c/ Vol?. (11.17)
Q Q

However, we will give a simpler proof of this special case in Lecture 13. At any rate, we
can apply this inequality to v, — v,, which yields that

|vn = vmllr2@) < Cllvn — vm|l — 0 (n,m — c0), (11.18)

so that v, is a Cauchy sequence in L2(Q2), and v, also converges to v in L%(Q), hence
also u, to u in L2(Q). In particular,

SCHCL*D). (11.19)

Finally, let us show that u is (what we will define to be) weakly harmonic: In view
of (11.16) we have, on the one hand, that for any ¢ € C§°(2) C Sp,

(u,9) =0. (11.20)

On the other hand, by integration by parts,

<un71/}> = /Qvun W = —/QunF?/) = _(Um AT,Z))LQ(Q) (11.21)
which shows that
(u, Ap)g = nlgngo(un, D)g = 7nLH§o<u”’¢> = —(u,) =0. (11.22)

For the resolution of Dirichlet’s problem with this approach we thus still need to answer
several questions:

1. What can we say about weakly harmonic functions? Are weakly harmonic functions
harmonic in the classical sense?

2. The purported solution u to the problem is here constructed as the limit of a
sequence {uy} of continuous functions on Q and u,|gn = f for each n. But is u
itself continuous in €2, and does it satisfy u|gpq = f?

3. We restricted our argument to the case that the boundary data f is induced by a
function F' € C1(Q). How can we remove this restriction?
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Harmonic functions

Recommended Reading

(Stein and Shakarchi, Real analysis, Chapter 5, Sections 4.1).

Let Q € R? be an open set in R%. A function u is called harmonic in € if u € C?(Q)

solves
Au=0. (12.1)

A weak solution to this equation is called weakly harmonic, namely v € L?(Q) is
weakly harmonic in € if for every ¢ € C§°(2) it holds

(u, M) =0. (12.2)
The remarkable fact is that:

Theorem 12.1. Any weakly harmonic function u in € can be redefined on a set of
measure zero resulting in a function which is harmonic in €.

This is closely related to the mean-value property of harmonic functions:

Theorem 12.2. If u is harmonic in §2, then u satisfies the mean-value property,

namely for every ball B(xq) centered at xo such that B(xg) C §, it holds

1
u(zo) = Blao)] e u(z)dz. (12.3)

Conversely, a continuous function in Q satisfying the mean-value property is harmonic.

We have already seen in Lecture 6 that harmonic functions, in two dimensions, satisfy
the mean value property. The proof that this holds in any dimension d > 2, relies on
Green’s formula, and a choice of test functions which relates to the fundamental solutions
of the Laplacian; cf. Part 77. In this lecture we will focus on the converse statement.

A consequence is the simplest version of the maximum principle.

Corollary 12.3. Suppose (2 is a bounded open set. If u is continuous on Q and harmonic
in Q, then

max |u(z)| = max |u(x)]|, (12.4)
2€Q Gy

namely the maximum is attained on the boundary 0 = Q\ Q.
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Proof. Since both €, and 952 is compact, both maxima are attained. Suppose then that
the maximum is attained at an interior point zy € . By the mean-value property

)] < s | NCCE (12.5)

for every ball B(xzg,r) C Q. We know that |u(z)| < |u(xg)| throughout B(xg,r), but if
lu(z")] < |u(zo)| at some point =’ € B(zg,r), then by continuity,

1
Bl fo, 1@ < (o)) o)

which contradicts the above, so |u(x)| = |u(zg)| for all z € B(xg,r). This is true for all
B(zp,r) C Q, and choosing r¢ to be the least upper bound of the set of radii for which
this inclusion holds, we get by continuity |u(Z)| = |u(xo)|, where Z € B(xg,79) N OS.

O

Let us first try to understand the converse direction in Theorem 12.2. For this purpose,
let p(y) = ®(|y|) be a continuous radial function on RY, that vanishes outside the unit
ball, ®(|y|) = 0 for |y| > 1, and satisfies the condition that [ ¢(y)dy = 1.

Lemma 12.4. Suppose u is continuous and satisfies the mean value property (12.3) in
Q, then

u(wo) = [ ulwo =)@y = [ ulwo =)o )dy = (wro)(@o)  (127)

whenever B(xzg,r) C S, where

or(y) =r"%(y/r). (12.8)

In particular, if ¢ > 0 is smooth, then ¢, is an approximation to the identity as
described in Lecture 10, and u * ¢, is a smooth regularisation (or mollification) of u;
the Lemma states that whenever x € €2, and r < d(z,Q),

u(z) = (u*pr)(x). (12.9)

In other words, a continuous function in €2 which satisfies the mean value property equals
its own regularization, in particular such a function is smooth.

Proof of Lemma 12.4. The idea is to approximate in a suitable sense
N
[ uwo = o)y ~ S 0G/N) [ ulag — ry)dy (12.10)
R4 j=1 B()\B(i—1)

where N € N is a suitably large integer, and B(j) = {y : |y| < j/N}. Then by the mean
value property,

Lo e~ gy = (o) (1BG)] - 1BG - D) (12.11)
B(i\B(-1)
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and hence

N
Z ®(j/N) u(zg — ry)dy ~ u(xp) / ) o(y)dy = u(zo) . (12.12)
j=1 R

/B(j)\B(j—l)

One can make this argument precise, by proving that for any bounded function ¢ on RY,

)—B(i—1)

N
| ey = dim 300/ Loy P (12.13)

O]

Proof of the converse in Theorem 12.2. In view of (12.9) it remains to show that a
smooth function which satisfies the mean value property is harmonic. First note that by
Taylor’s theorem, for every zg € €2,

1
u(zo + x) — u(xo) = Vu(zg) - = + 5(1: -V)2u(zo) + e(x) (12.14)
where €(z) = O(]x|?). If we integrate this identity in = over the ball of radius r, then the
left hand side vanishes by the mean value property. For the right hand side we note that
by symmetry,

/| < zjdr =0 /| - zix;de =0 (1 #7) (12.15)
/|x|<r x?dm =r? /|m|<r(:):j/r)2dx = p2+d /w|<1 :J:sz:n = cr?td, (12.16)

for some constant ¢ > 0 independent of j. Therefore

0= %Au($0)r2+d + e(x)dx, O</|x<r e(gc)dac) = O(rit3) (12.17)

|z|<r
and thus, after dividing by r¢, and taking the limit 7 — 0, Au(xg) = 0. O

Proof of Theorem 12.1. Let us assume that u is weakly harmonic in ). For each € > 0,
define the open set
Qe={r e Q:d(z,00) > ¢€}. (12.18)

Then the regularisation u, = u * @, is defined in €, for r < ¢, and is a smooth function
there. Now for any ¢ € C§°(£2¢) we have

(tup, D) = /Q up () A () da

/d/du(x—ry)np(y)Az/f(a:)dydx (12.19)
R JIR:

:/ (u, Apry)2p(y)dy = 0
Rd
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because u is weakly harmonic, (u,,,) = 0, where ¢ (z) = (x4 ry) € C°(£2), for
r < ¢, and |y| < 1. This shows that wu, is weakly harmonic in €, and since it is also
smooth, it is harmonic in €2..

Next we will prove that whenever x € Q, and r1 + 19 < €,

Uy = Uy, (12.20)

We have just shown that u,, is harmonic, so it satisfies the mean value property, and
thus by Lemma 12.4 equals its own regularisation:

Ury * Pryg = Upry (1221)
Since convolutions are commutative, we get that
Upy = (U* Opy) * Pry = (U Pry) * Oy = Upy * Py = Up, . (12.22)

Fixing rq, we can take the limit r; — 0, and recall that by the properties of an approxi-
mation to the identity,

71111210 upy () = 71111210(u * ory ) (z) = u(x) almost everywhere, (12.23)

which shows that u(z) = u,,(x) for almost every = € Q.. Thus u can indeed be corrected
on a set of measure zero, by setting it equal to u,,, for the result to be a harmonic

function. Moreover, € > 0 is arbitrary.
O

The fact that a harmonic function equals its regularisation also shows:
Corollary 12.5. Fvery harmonic function is indefinitely differentiable.
Another consequence of the argument above is:

Corollary 12.6. Suppose {u,} is a sequence of harmonic functions in 0 that converge
uniformly on compact subsets of Q to a function u as n — co. Then u is harmonic.

Proof. Since u,, is harmonic, it satisfies the mean value property
(0) = o [ ) (12.24)
up(xg) = —=———+ up (x)dx )
! |B(2o,7)| JB@or)

for every xg € Q, and B(xg,r) C 2. Thus by uniform convergence it follows that also u
has this property, and hence « is harmonic. ]
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Problems
1. Suppose u is harmonic on the punctured unit disc
Qo={recR?>:0<|z|]<1}. (12.25)

a) Show that if u is also continuous at the origin, then u is harmonic throughout
the unit disc Q = {|z| < 1}.
Hint: Show that u is weakly harmonic.

b) Show that the Dirichlet problem for the punctured unit disc € is in general
not solvable.
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Lecture 13.

Dirichlet’s problem in two dimensions:
boundary regularity

Recommended Reading

(Stein and Shakarchi, Real analysis, Chapter 5, Section 4).

In this lecture we return to the boundary value problem in two dimensions:

Dirichlet problem: Let Q be an open bounded set in R?. Given a continuous function
f on the boundary 952, find a function w that is continuous on €2, harmonic in €2,
and such that ulgg = f.

As a consequence of the maximum principle the solution to this problem is unique:

Proof. Suppose u1, and ug are solutions to the Dirichlet problem, then also u; — ug is
harmonic in €2, so by Corollary 12.3,

max |uy (z) — u2(z)| =0, (13.1)
e

because ui(z) = uz(z) = f(x) on the boundary z € 9.
0

For existence, we have so far obtained a weak solution in Lecture 11.
Recall that for this purpose we have considered the completion H of the pre-Hilbert

space Ho = C1(Q), endowed with the inner product
(u,v) :/ Vu - Vodz . (13.2)
Q

In general, a completion H can be identified with the space of Cauchy sequences in Hy.
However, the following Lemma showed that given a Cauchy sequence u,, € Hg with
respect to the norm induced by (13.2), then

l|wn — um||L2(Q) < callun — umlly — 0 (13.3)

hence {u,} is also a Cauchy sequence in L?(€2), which is complete, hence u = limy, 0 up €
L2(Q2). In other words,
HCLA(Q). (13.4)
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Lemma 13.1. Let € be an open bounded set in R?. Then for some constant cq which
only depends on Q, we have for all v € CY(Q) with v|sq = 0,

/Q|v(x)]2dx < m/ﬂyvv(x)ﬁdx. (13.5)

Proof. Consider first the one-dimensional case v € C1(Q) where Q = (a,b) is an interval
in R. If f(a) =0, then f(z) = [ f'(t)dt, and by Cauchy-Schwarz

F@E <] [ 17 @) (13.6)

and the inequality follows after another integration with cq = |I]?. The general inequality
can be deduced from this special case by considering, for (z1,2’) € Q, the slices J(2') =
{z1: (x1,2") € }. The subset J(z') of the real line can be written as a disjoint union of
open intervals I;, and so

/ (o1, 2) 2 da < |Ij12/ Vo(z1,2)|*da: (13.7)
Ij I;

which after summation in j, and integration in z’ gives the inequality with cq < d()?,
where d(Q2) is the diameter of €. O

Finally, we have made the additional assumption! that f is the restriction of some
function F € C1(9),

f="Floa- (13.8)

Then we have considered the sequence
Up =F — vy, v, € CHQ), Unlog =0, (13.9)

which minimizes the Dirichlet energy, and proven that v,,, and hence u,,, converges in H,
and in L2(Q2), to some v € L?(Q), and u € L2(1), respectively. Moreover, we have shown
that u is weakly harmonic.

It now follows from the results of Lecture 12, Theorem 12.1, that after possibly
redefining the function u € L2() on a set of measure zero, this function is harmonic, in
particular u € C%((2), and

Au=0. (13.10)

It remains to show that u is continuous up to the boundary on €2, and that u satisfies
the boundary condition v = F' on 0f).

It turns out that this can only be proven under some conditions on the nature of the
boundary 0f2.

We will discuss the in supplement below how this assumption can be removed.
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13.1. Boundary regularity and main theorem in two dimensions

Let Ty be a triangle in the plane with two equal sides of length [ which make an angle «
at their common vertex. The length [ > 0, and the angle o > 0 are arbitrary small but
fixed in the following discussion. We will denote by T triangles which are congruent to
Ty, namely obtained from 7Ty by translation and rotation.

Definition 13.1. A domain (2 satisfies the outside-triangle condition, if for every point
x € 0N we can find a triangle T congruent to Ty with vertex x, such that the interior of
T lies outside of Q, namely TN Q = {z} and TN Q = ().

Remark 13.1. Any domain €2 whose boundary is a polygonal curve satisfies the outside-
triangle condition. Moreover, if the boundary 02 is made up of Lipschitz curves, so
in particular if the boundary is a C! curve, then the outside triangle condition is also
satisfied.

For these domains the Dirichlet problem is always solvable.

Theorem 13.2. Let Q C R? be an open bounded domain which satisfies the outside-
triangle condition for some l,a > 0, and let f be any continuous function on 02. Then
there exists a unique solution to the Dirichlet problem w which is continuous on € and
satisfies ulpo = f.

The theorem relies on a refinement of Lemma 13.1.

Proposition 13.3. For any bounded open set Q C R? that satisfies the outside-triangle
condition there are constants c; < 1, and co > 1 such that the following holds. For any
z € Q, and any v € CY(Q), with v|sq = 0, we have

/ lo(z)2dx < 052(,2)/ Vo(x)|dz, (13.11)
B(z,c16(2)) B(z,c26(2))NQ2

where §(z) = dist(z,082) and C is a constant that only depends on the diameter of €2,
and the parameters of the triangle Ty.

Let us now explain how this estimate can be used to prove Theorem 13.2. Let u,, € C'(Q)
be as in (13.9). Then for each v,, = F' — u,, the bound (13.11) holds, and since v,, — v in
H and L?(Q), we have that (13.11) also holds for the limit

/ \(u— F)(z)2dz < 052/ IV (u— F)()%de. (13.12)
B(z,c16(2)) B(z,c26(2))NQ2

We want to show that for any y € 052,
lim wu(z) = F(y). (13.13)

z—y,z€0Q
In order to use the estimate, let us not consider the values u(z) directly, but rather their
averages over discs centered at z of radius ¢;8(z). For any function f € C1(Q), let us

denote by
1

O = S I 1214
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Then, first by Cauchy-Schwarz,

. 1 1/2
W‘F“”S¢@ma@<@@M@NW‘F“”R“) (13.15)

and then using (13.12), gives

(@ F)(2)f < <

< 2/ IV(u— F)(2))?da. (13.16)
4me] JB(z,e26(2))N0

Now since u is harmonic in €2, it satisfies the mean value property, and so
u(z) =u(z). (13.17)
Moreover note that §(z) < |z — yl, so 6(z) — 0 as z — y. Therefore

_ 1

PG~ FW| S g [ P = F@ld < max, - F(@) ~F(y)] 0

z€B(z,c10(2))
(13.18)

as z — y, because F' is continuous up to the boundary. Furthermore, u — F' € H, so in
particular V(u — F') is square integrable on 2, and hence

/ IV (u— F)(z)’dz — 0 (13.19)
B(z,c20(2))NQ

because |B(z,c16(z))] — 0 as as z — y. In summary,

lu(z) — F(y)| < |u(z) — F(2)| + |F(2) — F(y)| — 0, as z — yin Q. (13.20)

13.2. Proof of Proposition 13.3

Let z € © C R?, and 0 = dist(z,0). By assumption ) satisfies the outside-triangle
condition for some [ > 0, and « > 0. We can assume that § < [/2, for otherwise the
estimate already follows as in Lemma 13.1.

Choose y € 02 so that § = |z — y|. Let T be the triangle with vertex at y, and let
be the smaller of the angles that the line from y to z makes with the sides of length [ of
the triangle T'; then 8 < m — «/2. Now choose coordinates (x1,x2) in the plane so that y
is at the origin, and both said lines make an angle v with the x9-axis; then v > a/4. In
these coordinates

z = (—0sin~y,dcos?y). (13.21)

Let us choose ¢; < sin+y, and consider the disc B(z,c1d). We construct a rectangle R as
in Figure 13.1, so that in particular

B(z,¢10) C R =[—0siny — ¢19, —0siny + ¢10] X [—L, d cosy + ¢10] . (13.22)

Here the rectangle R intersects the xj-axis at the points P, = (—a,0) where a =
dsiny + ¢10, and L is chosen so that the point

Py=(—a,—L)€T. (13.23)
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Figure 13.1.: Construction of the rectangle R using the outside triangle condition.

Since tany = a/L, we find L = a/tany < 20 cos~y, because ¢; < sin+y. In particular, the
distance of P, from y is L/ cos~y < 2§ < I. Moreover, the width of the rectangle is < 24,
and its height is < 494.

Suppose (z1,x2) € RNQ. We know that (z1, —L) € T, and T does not intersect with 2,
so there is point (z1,x%) € 99, and we can define the interval I(x1) = (2}, cosy + ¢19],
which has length |I(z1)| < 44, and the property that

RNQ = U {x} x I(x). (13.24)
z€[—a,—a+2c16]

Integrating in xo € I(z), we have as in (13.6) that

/ |v<x2)\2dx2g|1(x1)\2/ 100, 0(1, 29) 2ds (13.25)
I(e1) I(e1)
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and after integrating also in x; we get

/Rm 2 < (45)2/RmQ Vo2 (13.26)

In view of (13.22), namely B(z,c¢1d) C R, and Figure 13.1, namely R C B(z,20), this
implies the statement of the Proposition, provided we choose ¢y > 3.

Supplement: Extension principle

The assumption that f = F|sq for some F' € C1(Q2) can be removed with the help of an
extension principle.

Lemma 13.4. Let f be a continuous function on a compact subset T' of R®. Then there
exists a function G on R? that is continuous so that Glsr = f.

The function G can be regularized, cf. Lecture 12, by defining a sequence of smooth
functions F}, = G * ¢y, which has the property that F), — f uniformly on I'. Now solve
the Dirichlet problem with boundary values Fj,|gq for each n, which yields a sequence of
solutions U,, € C%(Q), continuous up to the boundary,

AUy =0  Un=Fplon. (13.27)

We can now apply the maximum principle to see that U, converges uniformly to a
function u that is continuous on €2,

max |Up(z) — Up(z)| = max |Fn(z) — Fin(z)| — 0 (n,m — o) (13.28)
z€eQ

and u = lim,,_,o U, has the property that u|gpq = f. Moreover by virtue of Corollary 12.6,
the function u is harmonic.
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Sobolev spaces in R

Further Reading

(Evans, Partial differential equations, Chapter 5)

(Folland, Introduction to Partial Differential Equations, Chapter 6)

Given a function f € L2(RY), we say f is weakly differentiable up to order k, if for

every multi-index o = (o, ..., aq), with |a| < k, there exists g, € L?(R?) so that
o\«
(55) f=9 (14.1)

holds in the weak sense, namely

(-1)&/ f@g‘godx:/ gopdr, e CPMRY. (14.2)
Rd Rd

If g, exists, we usually denote by D®f = g, the weak derivative of f.

Remark 14.1. If a weak derivative exists, it is unique. Indeed, if g, and g/, are weak
derivatives corresponding to the same multi-index «, then we have

/ (9o — ga)p =0 (14.3)
]Rd

which shows that g, = ¢/, almost everywhere.
Remark 14.2. A classical derivative is also a weak derivative in the above sense. Indeed
if a function f is k-times continuously differentiable, then (14.2) holds by integration by
parts, with D f = 0% f.

In this lecture we will introduce the Sobolev space H*(RRY) of functions u € L?(R%)
whose weak derivatives D%u exist and are in L2(R), up to order |a| < k . This is a
Hilbert space with the inner product

(u,v) = Y (D%, D)2 (gay - (14.4)
loo| <k
The corresponding norm is
1/2
lulle = (32 1D%ulFapa) - (14.5)
lor| <k
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Remark 14.3. In a similar fashion we can introduce the spaces H*(2) on a domain Q C R?

consisting of functions u whose weak derivatives D%u exist up to order k and are in
L2(9). Here in the definition of weak derivative in (14.2) we replace C°(R¢) by C§°(Q).

The relevance of Sobolev spaces to PDE theory stems on one hand from the fact that
they are Hilbert spaces (and hence the theory of linear operators can be applied), and
on the other hand from the crucial fact that they embed into the space of classically
continously differentiable functions, namely for any m > d/2 + k we have

H™ c CF. (14.6)

This is the simplest version of the Sobolev embedding theorem. It says that if
f € H™(R%), m > d/2, then f can be corrected on a set of measure zero so that f
becomes continuous, and in fact f € CF(R?) for k < m — d/2.

In this sense Sobolev spaces allow us to measure the differentiability properties of
functions in R? purely in terms of L2-norms.

Remark 14.4. The analogous statement of the Sobolev embedding theorem on bounded
domains € requires slighly more care and we will return to the precise statement below.

For the proof of the Sobolev embedding theorem it is useful to characterize Sobolev
spaces using the Fourier transform.

Exercise 14.1. Suppose [ € LQ(]Rd), and « a multi-index. Prove that the weak derivative
D f exists if and only if (27i€)*f(€) € L2(R?). In other words, prove that there exists
ga € L2(RY) so that (14.1) holds weakly, if and only if

(2mi€)* £(€) = ga(€) € L*(RY). (14.7)
Lemma 14.1. For m € N,
H™RY) = {f € LARY) : (14 [¢[)™/2f € LR} . (14.8)
In particular, the norms || f|lm and || f(€)(1 +|£[2)™2|12 are equivalent.
Proof. If f € 12 with (1 +|£[2)™/2f(¢) € L2(R%), then
(2mig)*a(¢) e L*(RY) o] <m, (14.9)

because [£€2| < [€]™ < (14]€|?)™/2. Thus in view of Exercise 14.1 there exists g, € L?(R%),
so that 0% f = go in the weak sense, and ||ga|| = [|9a| = ||(27i€)® f]|. In particular,

> D IP < Ol + IR 2 F ).

laj<m

Conversely, again by Exercise 14.1, for f € H™(R?), we know that (27i€)*f(¢) e L2
for all || < m. Now we can find C' > 0 so that

A+l <C o e (14.10)

la<m
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indeed the right hand side includes the term [a| = 0, and s0 374 <im |€%|2 > 1. Moreover
both (1 4+ |¢|*)™ and Xlal=m |22 are homogeneous of degree 2m, and so their quotient
is homogeneous of degree 0, and hence bounded for large £&. We can take C to be the
supremum of (1 + |¢[2)™/ Xlal=m |€%|2 on the unit sphere. Therefore

1A+ 1EP™?2 2 < ¢ > IDu))?.
|a| <k
O

The following result now relates the existence of sufficiently many weak derivatives to
classical pointwise derivatives.

Theorem 14.2 (Sobolev embedding). If m > k + d/2, then
H™(RY) c C*(RY). (14.11)

More precisely, if m > k +d/2, every element of H™ agrees with a C* function almost
everywhere, and

sup sup |09 f ()] < Csill flim - (14.12)
|a| <k z€Rd

Proof. The main observation here is that
/d(1 + €3 mde < oo (14.13)
R

precisely when m > k + d/2. Indeed, evaluating this integral in polar coordinates, we see
that

[ igimag = ag [Tt (1414
R4 0

which is finite, provided 2k —2m +d—1 < —1,i.e. m > k4 d/2.
Suppose now that m > k 4+ d/2, |a| < k, and ¢ € S(R?Y). Then by Fourier inversion,
and the Cauchy-Schwarz inequality,

sup 92l < [ |(2mi€)* p(©)ld

<(f aieprmae) ([ avieprmis@pa) 041
<Clleln-

So given f € H™(RY), choose a sequence ¢; € S(R?) so that ||¢; — ul/ — 0. Then by
the above inequality, applied to ¢ = ¢; — ¢;, we get that

sup |0 i) — 50 (2)] < Cllei = @jllm — 0 (14.16)

which shows that {0%¢;} converges uniformly for all |a| < k. Hence the limit f € CF,
and 0%p; — 0% f uniformly for each |a| < k. O]

Ezercise 14.2. The proof uses that S(R?) is dense in H”(R?). Prove this statement.
Corollary 14.3. If u € H™ for all m € IN, then u € C*.
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Application to the wave equation. Finally let us look at the wave equation for an
application of Sobolev spaces. Consider the Cauchy problem on R*H!,

_2 —
Ofu+Lu=0 t>0 (14.17)
u=f,0u=g, t=0.
We have seen that the energy is conserved:
1
Elul(t) = ER)(0),  El(t) =5 / (@ (¢ 2) + [Vult, 2)da (14.18)
R:

Moreover by commuting the equation with the derivatives 0, we see that also the higher
order energies are conserved:

Eg(t) = Y E[07u](t) = Ek(0) (14.19)

|| <k
This is the reason that Sobolev regularity is propagated for solutions to the wave equation.

Theorem 14.4. Suppose f € H*(R?), and g € H*"1(R?) for some k € N, then
u(t,-) € H¥R?Y)  for allt > 0.

Proof. This statement follows directly from the Fourier representation obtained in Theo-

rem 7.1: Since
sin(27|€|t)

2m¢]
it follows from Plancherel’s theorem that if f, g € L2(R%), then u(t,-) € L2(R¢). Moreover

(€, t) = f(€) cos(2m|[t) + §(€) (14.20)

Hory, cea f vang o SID(2T|E T
(e, 1) = (2i€)" 1 cos(2nlel) + (2mi6)*3(6) g 7o (14.21)
which shows that under the stated assumptions, d%u(t, z) € L2(RY), |a| < k.
O

Remark 14.5. Consider the Cauchy problem with initial data f € C*, and of compact
support, and g = 0 for simplicity. Then, also f € H*(RR3), and we can then infer from the
above theorem and the Sobolev embedding that

u(t,-) e Ck=ld/2] (14.22)

where [d/2] is the integer part d/2. This fits well with our observation in Lecture 7,
where we have seen in the case d = 3 that even though f € C*, the solution may only
be u(t,-) € C¥~1. Similarly in higher dimensions, we can see from the spherical means
formula that for data in C*, the solution may be no better than u(t,-) € Ck-14/2) which
is the maximum discrepancy between weak derivatives in L2 and continuous derivatives
allowed by the Sobolev embedding theorem.
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Problems

1. Let u € L?(R%) be weakly differentiable, and let u, = u* ¢,., where o, = r~%p(z/r),
and ¢ as in the Supplement to Lecture 10. Show that mollification commutes with
the operation of taking a weak derivative:

D%, (z) = (D%u),(z) . (14.23)

2. The conclusion of the Sobolev embedding theorem fails when s = d/2. Consider
the case d = 2, and let

f(@) = (log(1/]2]))"n(=) (14.24)

where 7 is a smooth cutoff function with n = 1 for x near the origin, but n(x) =0
for || > 1/2. Let 0 < v < 1/2.

a) Verify that é% and (rj% are in L2(R?) in the weak sense.

b) Show that f cannot be corrected on a set of measure zero such that the
resulting function is continuous at the origin.

3. Consider the linear partial differential operator
o0\«
L=3 aa(%) . (14.25)
la|<n

We say L is elliptic if
[P(E)] = cl¢” (14.26)

for some ¢ > 0, and all ¢ € R? sufficiently large, where

P&) = aq(2mi&) (14.27)

|| <n
is the characteristic polynomial associated to L.

a) Check that L is elliptic if and only if

> aa(2mE)” (14.28)

laj=n

vanishes only when £ = 0.

b) If L is elliptic, prove that for some C > 0 the inequality

[(2)%] < O(IEelns + lelom) (14.29

holds for all ¢ € CP(R?) and |a| < n.
c¢) Conversely, prove that if (14.29) holds, then L is elliptic.
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Additional: Sobolev spaces on bounded
domains

Let © C R? be a bounded domain. We can define as before H™(€2) as the space of all
functions u € L2(2) whose weak derivatives D%u exist in L2(£2), |a| < m.

An important subspace is the closed subspace Hj'(R?) obtained as the closure of
C&° () functions, taken in the norm of H™(2). While for functions v € H™(Q2) we have

/Q@Dau:/ﬂ(—l)lo“u@?go (14.1)

for all ¢ € CF (1), this identity holds for functions u € Hi*(2) even if ¢ € C>®(9) is
not compactly supported in 2. Moreover since (14.1) can be obtained for u, ¢ € C*(R9)
by successive integration by parts, under the assumption that D“u vanish on 02 up to
order |a| < m — 1, this suggests that the weak derivatives D%u of a function v € H{j*(Q)
should vanish on the boundary up to order m — 1 in some sense.

Lemma 14.1. Let 2 be a bounded domain, with C' boundary 092, and U, = {x € 2 :
d(xz,0Q) < a}. Then for all u € H' (),

ullgm-10,) < CVollullam @y, (o < o0) (14.2)
where K > 1, and C,o9 > 0 are positive constants that depend only on €.

Remark 14.1. We have already seen a version of this Lemma in Proposition 13.3 for the
case m = 1. Similary to how it has been applied in Lecture 13, we can see here that it
implies vanishing of weak derivatives up to order m — 1 on the boundary, in the sense
that

1
lim = [ |D*=0  (la]<m—1). (14.3)

c—00 Ju,

Instead of pursuing the proof of Lemma 14.1, let us make the observation that the
norm on H{'(€) is equivalent to the Sobolev norm at “top order”, namely

ey = [ 30 1D, (14.4)

|la=m

To see this, note that for any ¢ € C3°(£2), and y € Q fixed

L1eP =5 [ Ve (@ = 9leP @) - 20 - y) - Vila)da

2 maXxg yeQ |y - $|
- d

(14.5)

ell2llVell2
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which proves the Poincaré inequality

lelliz@) < ClVelliz @) - (14.6)

Given that smooth functions of compact support are dense in H}, this also holds for
¢ € H§(Q2). Applied to each weak derivative, we then obtain

el ey < Cllull o) (14.7)

Since the converse is obvious, we have shown that these two norms are equivalent on H(l).
The Hilbert spaces H{j* are also the relevant function spaces for the Sobolev embedding
theorem on bounded domains:

Theorem 14.2 (Sobolev embedding). For m > d/2 + k,
HIY(Q) C Ch(Q). (14.8)

Here C]g denotes the space of k-times continuously differentiable functions f on €, with
D*f =0 on 0 for all |a] < k.

The proof is identical to the proof given in the unbounded case, once it is understood
that for a function f € L%(Q) we extend f to R? by setting f = 0 on R%\ Q, and give a
characterisation as in Lemma 14.1:

Lemma 14.3. For any bounded domain Q with C' boundary 0,
H (@) = {f € LA(Q) : (1 + [/ () € LYY} (14.9)

An important theorem for bounded domains is the following:

Theorem 14.4 (Rellich’s compactness theorem). Suppose Q is bounded, and m > 1.
Then the inclusion

HIY(Q) c HpH(Q) (14.10)

is compact. In other words, any bounded sequence {u;} in Hi'(Q2) has a subsequence {uj, }
which converges in Hy ().

Proof. Evidently it is enough to prove the theorem in the case m = 1.
Let {u;} be a bounded sequence in H}(Q2), and note that by definition we can choose
vj € C§°(12) such that
luj — vl ) < 1/3- (14.11)
We can think of v; € C§(R?) supported in 2, and in view of (14.7), ||v;||1 is bounded
independently of j. Denoting by (vj) = v; * ¢, a smooth regularisation, we then obtain

W)@ <] [ erle = sy < C0) (14.12)
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where C(r) depends on r, because |¢,| < Cr~?. Moreover,

D)@ < | [ (Den@ =y @] < o). (14.13)
Therefore, for fixed 7, the sequence {(v;),}jen is uniformly bounded, and equicontinuous:

[(w)r(2) = (0j)r(y)| < C(r)]z —yl. (14.14)

Therefore by the Arzela-Ascoli theorem, there is a subsequence {(vj, ), }xew which is
uniformly convergent on R%: There is a continuous function w, so that for any € > 0,
there is some K € IN such that for all z € R?,

k> K = |(vj,)r(z) —w(z)| < €/6. (14.15)
We also have
() = @) = | [ er@ =)0, = vy
= ‘/BI(O) ) (v = ry) — v;(2))dy| (14.16)

< ([, [Pua = mfriay)

where we have again used that by the mean value theorem |vj(z — ry) — vj(z)| <
|Dvj(x — ty)|r for some 0 < t < r that depends on y, and so after integrating in x,

e —vsle < [ [ (D)~ ty)Prdedy < | Dul3r®  (1407)
B1(0) JRe

or,
1(vj)r = villLz) < 7llvjlla o) < Cur- (14.18)

Therefore, for any ¢ > 0,

||ujk - uleLQ(Q) < ”u]k - Ujk”LQ(Q) + ijk - sz”L2(Q) + ijl - uleLQ(Q)
< gk + lvg, = Wi )rllz) + 1(ws)r — (i)rllLz@) + 1 (05)r — vjillLz@) + 1/
<1/jp+e€/3+¢€/6+¢/3+1/5 <e (14.19)

provided r < €/6C1, and k, [ sufficiently large. O
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Lecture 15.
Local regularity for elliptic equations

Consider the equation
d

> D’(ai;D'u) Z DI f; (15.1)

ij=1

where f; are given locally square integrable functions, f; € L2 .(Q), and a;j are given
locally bounded functions, a;; € LS. (€).
We say u € HL () is a weak solution of (15.1) if

/ Z aijD'uDI( = /ijpfg (15.2)

3,j=1

for every smooth function ¢ € CX(Q).

Note that if u € C?(Q) is twice differentiable and satisfies (15.2) with a;;, f; € C1(€),
then it follows by integration by parts that u is a strong solution (or classical solution),
namely a function that satisfies (15.1) pointwise.

In this lecture we will assume that (15.1) is (strongly) elliptic, in the sense that

d

> a(@)E'd > plé? (e, €RY) (E)

ij=1

for some fixed 1 > 0 independently of z € 2, and ¢ € R¢.
We will also impose the following explicit boundedness assumption:

jaij(x)| < M (z € Q) (B)

The aim of this lecture is to prove a local regularity result for weak solutions of (15.1)
and the first step in that direction is:

Lemma 15.1. Suppose (E) and (B) hold, and let Br = Br(xo) be a ball centered at x
so that Bg C Q. If u € H}, (Q) is a weak solution of (15.1), then for each 0 € (0,1) we
have

o) < C(lulle2 8oy + 2 1FillL2(Bateon ) (15.3)
j=1

where C' depends only on R, M/u,d and 0.
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The idea is to use the ellipticity conditon (E) to estimate Du locally in L2, and then
use the weak form of the equation (15.2). For this purpose let us replace ¢ in (15.2) by
ou, where ¢ € CX(Q):

d
/ Z aij D'u(pDiu +uD /QZ fi(eD?u 4+ uD?p) (15.4)
j=1

=1

FEzercise 15.1. This step needs some justification: Show that (15.2) holds with ¢ replaced
by ¢h, for each p € C3°(Q) and each h € H (Q), by first writing out (15.2) with
¢ = phy, where h, is a mollification of h, and using that ph, — ph in HY(Q).

Therefore, by (E) and (B) we obtain that

,u/ | Dul?¢ </ Z a;; D" ‘uDIu
Q

,j=1

<M [ 1DullullDel+ [ 171(0¢l1Dul+ Delful) (155

Let us now choose ¢ to be a cutoff function so that ¢ = 1 on the smaller ball Byr and
¢ = 0 in the complement of Bg. In fact given ¢ € C°(B1(0)) with ¢» =1 in By(0), ¢» > 0
everywhere and |0, < C(6), we can set p(x) = ¢¥((z — z0)/R), the ¢ € CF(£2) with
the desired properties and |d¢| < C(#)/R. Replacing ¢ by ? in (15.5) we then obtain

/BR(mo) |Duf?p? < Céw /Q(]u\ + \Du|) (\u| +1fDe (15.6)

with some constant C' that only depends on # and R. Finally with an application of the
Cauchy inequality ab < ea?/2 + b?/(4¢) we can absorb the Du term in the left hand side
and conclude that

D <c [ (P +17P) (15.7)
Br(zo) Br(zo)

with some constant C' that only depends on 6, R and M/u. Since ¢ = 1 on Bygr(zo) this
proves the Lemma.

The point is that (15.3) can be used to show that solutions to (15.1) “gain regularity”,
provided the coefficients a;; and the functions f; are sufficiently regular. More precisely,
let us now assume that for some k € IN, D%a;; exist for |a| < k and are in L>(Q) with

|D%j(x)| < M aexeQ lo] <k (Bg)

and f; € H*(Q).
Given a classical solution u to (15.1) we see upon differentiating the equation that
v = v; = Oju satisfies

d d

> Di(a;;D') ZD Fj, Fj=F' =0f - (9ai)D'u (15.8)

ij=1 i=1
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We can then apply Lemma 15.1 to obtain

d
2 2 2
[ull,5,, ,(z0) = > 0ll1, 8,5, (@0) + 106,8,2 1 (20)

=1
d n
< C Y (Il symieoy) + 2 N2 (o) + N1
=1 j=1

2
07B92R($0)

< O+ M2) (116l 5y ooy + 1B Bor(oo))
<C*(1+ MQ)(”uHi?(BR(xO)) + ||f||%{1(BR(xO))> - (15.9)

This is however not the proof of the following theorem, because our starting point here is
not a strong solution to (15.1) but merely a weak solution u € H{ () satisfying (15.2).

loc

Theorem 15.2. If u € H} (Q) is a weak solution of (15.1), and if (E), (B) and (By)

loc

hold for some k € IN, then u € H'** and

el Bontee) < € (Nl sntany + 11k o) (15.10)
for any ball Bg(zo) C Q and any 6 € (0,1), where C is a constant that only depends on
d, k, 0, R, and M, p.

The idea of differentiating (15.1) is replaced by working instead with difference quotients:

For any function u defined on €2, we define

| N j
Aﬁf)u(x):“(“he}i) u(z) ej =(0,...,1,...,0) (15.11)

which is defined on the smaller domain

From the definition it is clear that

AP +9) = AP+ 8 (15.13)
A (Fo)(x) = g(2) A F(@) + f( + hej)Ag (15.14)
DAY = AP pey, (15.15)

Ezercise 15.2. Prove the “integration by parts” formula
/Qngf)g = —/QgA(_]})lf (15.16)

for any f,g € L1(Q) so that fg is compactly supported in Q-

We will prove Theorem 15.2 only in the case k = 1. The general statement can be
obtained by induction on k.
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Proof of Theorem 15.2 for k = 1. Take h # 0 so that Bg(zg) C Qp), and write down
(15.2) with ¢ replaced by A(_j;LC € C°(Q) where ¢ € C2°(p,)). Then using the properties
of the difference quotient above, we obtain

d
/Q 3" aij(x + hey) (D' AV ) (2) DI (2)dx :/QZF;DJ( (15.17)
, =

ij=1
where .
Fl=aVf -3 (AP ay)Dlu. (15.18)
i=1
Now we can apply apply Lemma 15.1 to u = Ag)u to get
d
lunlls.Bynao) < C (unllo,paceo) + Zl 1210, Baeo) ) - (15.19)
i=

We now need to use that

l
IAY Fllt2(Baeo) < IF 1B o) (15.20)
Ezercise 15.3. More generally, if f € H*(Q2), then
l
143 F k=100, < 1l (15.21)
We will not prove these facts here in detail.
Similarly, we will now use that by that by (By), with k£ =1,
A ai| < M. (15.22)
Then we obtain that
d
lunll1,Byp(ze) < C(1+ M)(||UH1,BR+W(:EO) +> HfjHl,BRHh‘(xo)) : (15.23)
j=1
for some constant C' independent of h.
To conlude the proof we would like to take the limit A — 0.
Lemma 15.3. Let v € L7 () and suppose
limsup AP o]|2 () < C < o0, (15.24)
h—0

for each compact K C Q. Then v has a weak derivative DJv € L2(Q), and A;Lj)v — Dy
weakly.
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Proof. Let K C € be a compact set, and h so that K C Q) C {2. Then by assumption

Up = Ag%v is a bounded sequence in a Hilbert space L?(K), n > |h|™!, there exists a
weakly convergent subsequence v,, — g; so that in particular

/Kvnkcp — /ngnp (k — 00) (15.25)

for every ¢ € C2°(Q). The function g; € L?(K) is the weak derivative of v, because in
view of (15.16),

/Kun,cg@:/ vAY), o - /vaggp (k = o). (15.26)
0

We know from (15.23) that | Dus o s (ze) = DY DUllL2(Byp(z0)) I8 bounded inde-
pendently of h, for |a| < 1, and thus the Lemma shows that D’u € L2(Q) exists for
|B] < 2. Moreover DiA,(ll)u — D'D'u converges weakly in L2(Q2) as h — 0, and similarly
Ag)fj — lej and Ag)aij — Dlaij converge weakly in L2(€), and thus we can pass to
the limit ~ — 0 in (15.17) and obtain that D'v precisely satisfies (15.8) weakly, namely

d
/ Z a1 (x) (D D) (2) DI ¢ (x)da = /Q " Fy(2) DI¢(x)da, (15.27)
4,j=1 j=1
Fj=F =D'f; - zd:(Dlaij)Diu (15.28)
=1

As in (15.9) the statement then follows from Lemma 15.1:

ull2,Byr(zo) = 1DUll1, By ey < C(1 + M)(HDUHO,BR(QT()) + HDfHO,BR(mo)) (15.29)

which can be applied again to ||Dullo gy (z) = |[¢ll1,Bx(x0) after replacing 6 by 6% above.
]

It is now also clear how to iterate the proof: Instead of (15.2) we can use (15.27)
as a starting point for the procedure of introducing difference quotients, until after k
iterations we obtain the control of |[u||i4% B,x (o) Stated, keeping in mind that ¢ € (0,1)
is arbitrary.

Together with the Sobolev embedding theorem this now implies a strong regularity
result for elliptic equations:

Corollary 15.4. Suppose u € H} (Q) is a weak solution of (15.1), and | € N, and
(E), (B) and (By) all hold for k > d/2+1— 1. Then u € CY(Q) is I-times continuously
differentiable on ), and all derivatives up to order | are bounded pointwise. In particular,
if a;j and f; are smooth functions on (2, then u € C®(Q).
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Problems

1. Suppose F(x,p) is a smooth function of the variables z €  and p € R%. Consider

the action functional
Alu] = / F(e, Du(z))dz . (15.30)
Q

Derive the Euler-Lagrange equations from a variation through solutions u; and
formulate an ellipticity condition in terms of F'.

Consider the equation
d

Au=> bDlu+cu+ f (15.31)
j=1

where bj, ¢, f € C*°(§). Formulate the notion of a weak solution u € L () and

prove that u € C*(Q2). Note that this would follow from Corollary 15.4 if it was
already known that u € HL (Q).

Suppose that in place of the ellipticity condition (E) we have that the condition
that there are constants cq, co such that

[ 106l <er [ 3 eyl terllelz (©
i,j=1

for every ¢ € C§°(€2). Show that the proofs of Lemma 15.1 and Theorem 15.2 can
be modified in such a way that it suffices to know (C) in place of (E).

4. Show that (C) is equivalent to (E).
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Existence of solutions to Dirichlet’s problem
for elliptic operators in Sobolev spaces

In this lecture we will study the solvability of the Dirichlet problem in its weak formulation
for operators of the form

d
Lu=— " D/(a;D'u) (16.1)
ij=1
which satisfy the ellipticity condition (E) and the boundedness assumption (B).

Let Q be a bounded domain in R?. The Dirichlet problem in this setting is the problem
of determining u in 2 such that

Lu= fonQ, u=0on 00, (D)

where f = 2?21 D' f; is given. The aim is to develop an existence theory for the following
weak formulation: We say that u is a weak solution of the Dirichlet problem (D) provided

d d
u € Hy(Q), /Q Z aijD'uD!p = — /Q ZfiDinp for all p € H)(Q)  (P)
ij=1 i=1

Remark 16.1. If u € C°(Q) NH(Q) then (P) is equivalent to finding u which satisfies the
equation Lu = f in the weak sense of Lecture 15 with v = 0 on 0f) in the classical sense.

A family of problems related to (D) is the following more general problem where A € R
is a free parameter:

Lu=Mu+ fonQ, u =0 on 0N. (D))
Set

d . .

Ax(u, p) :/ Z ajjD'uD’ ¢ — Aup dx (16.2)
Q.=
3,7=1

d .

Pg) == [ S fiD'pda (16.3)
i=1

(16.4)

then the weak formulation of the modified problem (D)) is to find u € H}(€2) so that

Ax(u, ) = F(p) for all ¢ € Hy(Q). (Py)
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Lemma 16.1 (Lax-Milgram). Let H be a real Hilbert space, and let A be a bounded
and strictly coercive bilinear form, namely A :H x H — R, and A(u,v) is linear in both
u, and v with the properties that for some fixed positive constants A\, A > 0,

[A(u,0)] < Allulllv]  Aw,u) > Aul®. (16.5)
Then there exists an isomorphism T of H onto H so that
A(u,v) = (Tu,v), Mul| < [|[Tu| < A, u,v € H. (16.6)

Proof. For fixed u € H, l(v) = A(u,v) is a bounded linear functional, hence by the Riesz
representation theorem 9.1 there exists g € H, so that I(v) = (v, g). Clearly g depends
linearly on u, and we have g = T'u for some linear operator T, and A(u,v) = (v,Tu) =
(Tu,v) with M|u||? < |A(u,u)| = |(Tw,u)| < ||Tul|||u| which shows that

Mfull < |[Tu] (16.7)

In particular, T is injective. Since ||Tu|? = A(u,Tu) < Allul|||Tu| we see that T is
bounded. It remains to show that T is also surjective.

FEzercise 16.1. Show that as a consequence of (16.7) the bounded operator 1" has closed
range, namely the linear subspace & = {Tu : u € H} is closed.

If the range S were not all of H, then ST is not empty, cf. Prop. 9.2, and for v # 0
orthogonal to S, we would have

A(v,v) = (Tv,v) =0 (16.8)
which contradicts the assumption. ]

The motivation for introducing the problems (Py) is that for some A the bilinear form
A, can be seen to satisfy the assumptions of the Lax-Milgram Lemma: Let H = H{(Q2),
and Ay be the bilinear form on H defined by (16.2). Then by (E),

Ax(u) = [ plDuf? = Auf? = uljuli (16.9)
provided —p — A > 0. Moreover by (B),
[ Ax(u, 0)] < /QMIDUHDU\ + plullo] < (M + p)|[ulhallvllie- (16.10)

In summary, if Ao < 0 with [Ag| > g, then A, satisfies the assumptions of Lemma 16.1
with H = H}(£2). Therefore there exists and isomorphism 7' from H onto H, so that

Ay, (u,v) = (Tu,v). (16.11)

The problem we want to solve is (Py). Let us first assume that f; € H(Q), then
F(v) = (f,v)12(q) is a bounded linear functional on #,

E)| < [[fllz@llvllize) < 1flle@llvlhne - (16.12)
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Hence once more by the Riesz representation theorem 9.1 there exists w € H so that
F(v) = (v,w)y. Again w depends linearly on f, and we can write w = Sy(f) for some
bounded, linear transformation Sy : L2(£2) — H. Moreover Sy is injective.

Defining S = T~ ! o Sy we have

A)\O(S(f),ﬂ) = (TS(f)7U) = (Sﬂ(f)’v) = (’Uj, U) = (f’v)LQ(Q) ) (1613)
and thus proven the following existence result.

Lemma 16.2. Suppose (E) and (B) hold and \g € R is chosen as above. Then there
exists a bounded linear injective operator S : L2(Q) — H which is a solution operator for
the problem (Py,) in the sense that

Ax(S(f),¢) = (f, )2 forall o € H, f € L3(Q). (16.14)

It remains to solve the original problem (Py). First note that by (16.14),

A, ) = Arg(1,0) — (A= X0) (1, @) 2y = Arg (u— (A= M0)S(u), ) (16.15)
and thus u € H so that Ay(u, ) = (f,p) for all ¢ € H if and only if
u— (A= Xo)S(u) =S(f). (16.16)
Now if u = S(w) for some w € L2(12), then by the injectivity of S we have
w—(A=Xg)toS(w)=f. (16.17)

where ¢ : H — L2(Q) is the inclusion map. Conversely, if w solves (16.17) then u = S(w)
satisfies (16.16). In conlusion, u € H solves (Py) if and only if

(I—(A—AO)LOS)w:f, u=Sw). (16.18)

Lemma 16.3. The map to S : L2(Q2) — L%(Q) is compact.

Proof. The inclusion map ¢ : H — L?(Q) is compact by Rellich’s theorem, and S is a
bounded map, hence also ¢ o S is compact. ]

The compactness property has significant bearing on the solvability of (16.18), for
which we have to understand the null space and range of I — (A — Ag)co S.

Lemma 16.4. Suppose T is a compact operator on a Hilbert space H, and X\ # 0. Then
the dimension of the kernel of T — A\l is finite. Moreover, the eigenvalues of T, namely the
set of A € C for which ker(T — XI) # 0, form at most a denumerable set A\1,..., Mg, ...,
with A\, — 0 as k — o0.

For the operators (16.1) considered in this lecture, the transformation ¢ o S is in fact
symmetric:

(toS)"=1085. (16.19)
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Ezercise 16.2. Show that more generally
(LoS)" =108y, (16.20)

where S is the solution operator Sy : L2(Q) — H for adjoint problem

Ax (G S1() = (f,¢)  CeH. (16.21)

As a result the eigenvalues of ¢ o S are real. We also know that (16.18) is solvable for
A < Ag. Hence we infer from Lemma 16.4 that there exists a discrete set A C (Ao, 00) so
that for A ¢ A, I — (A — Ag)t oS is injective. Moreover, for those A ¢ A its range is all of
L2(Q):

Lemma 16.5 (Fredholm alternative). Suppose T is a compact operator on a Hilbert
space, and A # 0. Then A — T is injective if and only if A\I — T is surjective.

There are thus the following possibilities:

(i) For A ¢ A, I — (A — Xg)to S is an isomorphism of L2(€2) onto itself. In this case the
problem (Py) has a unique solution u € H}(2) for any f € L2(€Q).

(ii) For A € A, the null space of I —(A—Xg)toS is finite dimensional. In other words, the

problem (P)) with f = 0 has a set of solutions u; which span a finite dimensional
subspace Ny of Hj(Q).
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